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TAYLOR EXPANSION METHOD FOR ANALYZING BOUNCE-BACK
BOUNDARY CONDITIONS FOR LATTICE BOLTZMANN METHOD

FrANCOIS DUBOISY 2, PIERRE LALLEMAND® AND MOHAMED MAHDI TEKITEK?* ®

Abstract. In this contribution, we propose a new method of analysis for the lattice Boltzmann
scheme’s boundary conditions. We develop this approach for bounce-back with a given velocity between
two mesh points. We develop a “accordion” test case for linear stationary Stokes problem with an
analytic expression. Numerical experiment show a good agreement at first and second order accuracy.
This study has been also applied to the computation of momentum transfer.

Résumé. Dans cette contribution, nous proposons une nouvelle méthode d’analyse des conditions
aux limites pour les schémas de Boltzmann sur réseau. Nous développons cette approche pour une
condition de rebond avec une donnée de vitesse imposée. Nous développons un cas test “accordéon” pour
le probléme de Stokes stationnaire et en explicitons la solution analytique. Nos expériences numériques
montrent un bon accord entre solution approchée numérique et solution analytique, & ’ordre un et a
l'ordre deux. L’étude précédente est également appliquée pour le calcul du transfert d’impulsion a la
paroi.

INTRODUCTION

In this contribution, we study boundary conditions for lattice Boltzmann schemes. We refer to Ginzburg
and Adler [9], Zou and He [21], Bouzidi et al. [1], d’Humiéres and Ginzburg [13] for bounce-back boundary
condition, anti-bounce-back boundary condition and the determination of so-called “quartic” parameters to
enforce the precision of the scheme. The boundary is also an essential location for momentum exchange. In fact
1994 Ladd [16] the Momentum Exchange Algorithm (MEA) which models the fluid-boundary interaction based
on simple particle dynamics. This method has been used in numerical simulations [19,20]. He et al. [10], focus
on the lattice Boltzmann for a general curvilinear coordinate and they use interpolation to compute different
moments transfer. Inamuro et al. [14], proposed another method to models the fluid-solid interaction using
asymptotic analysis. More recently, [2] investigated in details the theoretical proprieties of the MEA and [3]
proposed a corrected MEA to ameliorate the method in the case of moving particles. It is also possible to work
with specific finite difference stencil for the momentum flux at the wall, using the equivalent finite difference
stencil approach of Junk and Klar [15].

In a previous contribution [8], we have used the Taylor expansion method to analyze precisely the numerical
behaviour of a lattice Boltzmann scheme with an external force, focusing on a precise determination of the
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numerical boundary. In this contribution, we follow the same idea to recover precise physical data from linear
combinations of the particle distributions and appropriate numerical corrections.

To fix the ideas, we consider an homogeneous bounce-back boundary condition for a fluid flow simulated with
a D2Q9 scheme and a bounce-back boundary condition to enforce zero velocity at the boundary. The question
is to capture with a good approximation the wall friction 7 = '“%Z for a boundary located along an horizontal
boundary y = 0. When we analyze the transfer of momentum due to particles crossing the boundary, a natural
expression is given by Ty = f5 — fe + fr — fs. Then we expand the previous expression as powers of the mesh
size. In previous works [7] and [8] we used the expansion of the internal scheme to analyze the bounce-back. In
this contribution, we consider the algebraic details of the numerical scheme for a boundary node.

In this contribution, we first propose an analysis of bounce-back boundary condition (Section 1). Then we
validate it for two test cases: the Poiseuille test case and the accordion test case. The second test case is not
usual and is presented in detail. In Section 3, we propose a development for parallel moment transfer using
directly the Lattice Boltzmann variables without adding any interpolation. This method is the same idea to
MEA [17] which is for interaction between fluid and boundary. Finally, we give a Taylor expansion of our
method and a first numerical validation.

1. ANALYSIS OF BOUNCE-BACK BOUNDARY CONDITIONS

e Lattice Boltzmann schemes

A lattice Boltzmann scheme is defined through the evolution of a population {f;} of ¢ discrete velocities where
time and space are discretized. The population evolves in a succession of collision and propagation steps on the
nodes of a regular lattice in d dimensions, parametrized by a spatial step Az. The time step At is determined
thanks to the acoustic scale A (i.e. At = 5§%). For the DdQq scheme, we note (v;)o<;j<4—1 the set of ¢ velocities
and we assume that for each node = and each velocity v;, the vertex x — v;At is also a node of the lattice. The
components of the velocity v; are denoted by v§". So a time step of a lattice Boltzmann scheme can be written
as' filz, t+At) = fi(z—vAt, t), 0<i<q-—1, (1)
where the superscript * denotes post-collision quantities. The above equation is composed by two fundamental
steps : advection and collision.

e The advection step corresponds to a method of characteristics with the Courant-Friedrichs-Levy (CFL)
number equal to 1 for the advection with velocity v;. The particles move from a lattice node x to either itself
(for vg = 0) or one of the ¢ — 1 neighbors x; = x + v; At for velocities v; # 0. For the D2Q9 the velocities are
presented in the Figure 1.
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FI1GURE 1. Stencil for the D2Q9 lattice Boltzmann scheme.

As proposed by d’Humiéres [12], we introduce the moments m defined by m = M f where M is a given
invertible matrix. For the D2Q9 lattice Boltzmann scheme, the matrix M is made explicit by relation (28) in
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the Appendix. So in the moment space it is easier to describe the collision step. The moment vector is composed
of two kinds of quantities: the first one of conserved variables W € RY which are not affected by the collision
step when there is no forcing term. The second one of non conserved quantities Y relax in the collision step.
So the moment vector becomes m = (W, Y)*.

e The relaxation step is performed in the moment space as follows:

Y* = (Id—8)Y + 8§ vy, (2)

where Id is the identity matrix and S is the diagonal matrix of the relaxation rates sx, N +1 < k < ¢ — 1 with
0 < s < 2. The equilibrium distribution is given in the linear case by the relation Y°®4 = EW, where F is a
fixed matrix with ¢ — IV lines and N columns. Thus the relaxation is simply described by :

m,";:(lfsk)karskmzq, N+1<k<qg-—1.
For the D2Q9 scheme, the equilibrium values of the momenta and matrix of the relaxation S are made explicit

respectively by the relations (29) and (30) in the Appendix. They introduce two coeflicients denoted by ay and
as.

Using Taylor expansion (see [5]), the D2Q9 Boltzmann scheme defined by (1), (28), (29) and (30), admits the
following equivalent partial differential equations :

Op + 0z + Oyly = 0(A#),
g2 (Ata N Ia. ; ' LI W >
atyxm( =) o i | (2= 3) 0u0d + 00 + (= - 5 ) B0 = 0lar),
O PR I 4 WA VR4 SIS AV Ot
Oy + A ( 5 Oyp At6 i Oy (Opju + Oyjy) + P Ajy| = O(At?),

where Aj, and Aj, are the Laplace operator of j, and j, respectively. In the case of the steady state (i.e.
0 = 0), the above equations becomes

Opjo+0yjy =0, Oup—vAj, =0, Oyp—vAj, =0 (3)

up to second order accuracy [4]. This system is exactly the system of Stokes equations with v = ATA¢ (i - %)

6
Moreover, we have the relation
2 4 + a9
p=2A 6 P (4)

to take into account the compressible effects of the initial model.

e Boundary conditions

Let us consider, to fix the ideas, the bottom boundary as described in Figure 2. In this case the distributions
[z —v;At) for i € {2,5,6} = B are unknown. So we can not apply the scheme (1) for i € B but the scheme
is still well defined for others values of i (i.e. i € {0,1,3,4,7,8}). The bounce-back boundary condition [1] is
based on the fact that for any internal vertex x, we have the following relations:

2

Fil@) = fi@) = oxiy() + O(0)
B@) =B = oGt (@) +O(a,
Ji@) = (@) = (=gt d)(e) + O(A),

The above equations are obtained if we suppose that we have equilibrium at the internal node .
Let (Jz, Jy)(x,t) be a given function on the boundary which is a non-homogeneous velocity to impose. We note
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F1GURE 2. The question of the boundary scheme for the D2Q9 lattice Boltzmann scheme on
a boundary located at y = 0.

here that J, (respectively J,) is not identical to the velocity moments j, and j, defined by the relations
o= 0k gy =) vl (5)
J J

and numbered with the indexes 1 and 2 for the D2Q9 scheme, as given in the relation (28). In order to impose
a given field (J,, Jy) on the boundary (see e.g. [6]), the bounce-back condition is defined as:

fala,t + At) = fi(z) + ijy(x,w g),

fs(x,t +At) = fr(z) + %(JT+Jy)(x—%,t+%>, (6)
1 A A
folwt+ A0 = 5@+ (et ) (e S+ 5.

The bounce-back numerical boundary condition is exact up to order one in space; we refer to Ginzburg and
d’Humiéres [13] for more precise boundary conditions.

e An analysis with the Taylor expansion method

In a previous work [8] we have used the Taylor expansion method to analyze precisely the numerical behavior of
the lattice Boltzmann scheme. The aim here is to use the same idea to analyze precisely the boundary condition.
Rewriting the bounce-back in general form:

fi(@,t + At) = fi (z,t) + (' 1), jeDB, (7)

where ¢ is opposite of j in the sense of v; + v, = 0, and ;(2’,t’) is the given source term associated to the
velocity on the boundary. By introducing a table 77 ¢, the lattice Boltzmann scheme for a boundary node z is
given by
Filwt+At) =Y "Tio fi (@, t) + &+ Y Use fi (v — v;At 1), 8)
‘ ¢

where the matrix U;, = 1 if £ = j ¢ B and U;, = 0 if not. The matrix 7' describes the “internal” numerical
scheme (7) whereas the matrix U allows us to take into account the bounce-back boundary scheme (6). For the
particular bottom boundary with the D2Q9 scheme as presented in Figure 2, the table T is made explicit by
the relation (32) in the Appendix. If the index j does not belong in the boundary set B, i.e. j ¢ B, the above
equation (8) becomes f;(x,t+At) = f(x—v;At, t) and we recover the internal scheme presented at the relation
(1). Then we move to the space of moments m: my = Zj Mj, ; f;. For a linear relaxation, the collision step
m — m* is given by: mj = >, (Jo)e,x My where the matrix Jy is given in Lallemand and Luo [18] (see also
our contribution [5] and the relation (31) of the Appendix in the D2Q9 scheme developed in this contribution).
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With an implicit summation on the repeated indices, the moment vector the lattice Boltzmann scheme on the
boundary node x can be evaluated as follows :

mg(z,t+ At) = (MT M) mj(2,t) + My Up M;pl my(z — v At t) + My ;&5 .

We introduce the linearized collision matrix Jy and we get:

mg(x,t + At) = (MTMile]o)kj my(x,t) + (Mkj Up,; ]\4]_’171 (Jo)qu) mq(:c — v At, t) + My ;& 9)

We perform a Taylor expansion of the above relation (9) up to order 0,1 and 2 to analyze the truncation error
of the lattice Boltzmann scheme with a boundary scheme, i.e. the bounce-back condition in the present study.

e Proposition 1.  Taylor expansion at order 0.
We introduce the matrix

K=ld-M(T+U)M'J. (10)
For a bounce-back boundary scheme (9), the moments m° at order zero relatively to the discretization step At
satisfy the following relation: 0
Km” = ME¢. (11)
Proof of Proposition 1.
Just expand the relation (9) at order zero. Then the relation (11) is clear and it is also the case for the algebraic
form (10) of the matrix K. O

e For the D2Q9 scheme, the matrix K is singular and the dimension of its kernel is equal to 1. We have
one compatibility relation to satisfy which is a linear combination of the equivalent equations of the internal
scheme, as given by the relation (34) for the bounce-back condition for the D2Q9 scheme. Then the solution of
(11) at order zero can be given as

mO = (pa Jwv Jya a‘2A2pa 0,0, _AQ Jw7 _)\2 Jya )‘4 as p)ta

where p is a free parameter that has to be fixed by the context. In particular the density can be considered
expanded as p = p® + Atp' 4+ .... We do not give this expansion in the following and interpret the parameter
p as the density at the node point. We refer also to the relation (37) in the Appendix. This relation describes
formally the equilibrium state relative to the density p and the given momentum (J, J,).

e Proposition 2. Taylor expansion at order 1.
If we state that the datum ¢ introduced in (7) can be expanded up to second order accuracy, i.e.
€=+ Atg! + 1 At? €%, we introduce the two matrices B! and B? according to

By, = My Upjvs M; ) (Jo)gp, 1<kp<q—1, (12)

4.5.q

for o =1,2. Then the moments m = m® + Atm! + O(At?) for the bounce-back scheme up to order one are
solution of the equation

K m = ME +At[M & —9ym— B* dam] + O(AF). (13)

The moment m° is given thanks to the previous proposition and the component m! is formally given by the
relation

Km' = (M ¢ —0m®— B* 9,m°). (14)
Proof of Proposition 2.
We expand the relation (9) up to first order: my(z,t) + Atdymy + O(At?) = (MTM1Jo) ke me(z,t)+
(Mye Upj M)} (Jo)p.g) (mg(,t) — v At Bamg(z,t)) + My ; (§; + At&}) +O(At?). With the definition (10) of
the matrix K and the introduction (12) of the matrices B* the relation (13) is clear. When we introduce the
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formal expansion m = m"+ At m!' + O(At?) inside the relation (13), the expression (14) of the first order term
m! is obtained without difficulty. O

e Proposition 3. Taylor expansion at order 2.
We consider the second order matrices B*# defined thanks to

Byl = My Uy S My (Jo)ge . 1<a,8<2, 0<k p<q—1. (15)

k.j.q

Then the equivalent equations for bounce-back scheme (9) can be expanded up to order two
1 ~
Km =M +At(ME —8m— B* 0am) + 3 At (M € — 0fm + B*P 0,05m) + O(AL?). (16)

The solution of (16) can be expanded as m = m® + Atm! + At2m? + O(At?), where m? is solution of (11),
m?! is solution of (13) and m? is solution of the equation :

1 ~
K m? = —9m' = B* 9ym' + 3 (M €2 — 92m0 + BoP aaaﬁmo) . (17)

Proof of Proposition 3.
The proof is analogous to the proof of Proposition 2. Expand the various terms of the relation (9) up to second
order:

1
my(x,t) + At dymy, + 3 At Ofmy + O(AEY) = (MTM ™ Jo)k.eme(z,t)
J.p

— « 1 «
+ (My, e Up j M ! (Jo)p.q) (mq(a:,t) —v§ At amyg(z,t) + JVi vf At? 3aﬁmq(m,t))

1
+ My (8 + Atgf + 3 A?E2) + O(AL?)

and the relation (16) follows. When we insert the expansion m = m®+ At m! + At>m? + O(At?) inside (16),

we obtain at second order in time the relation (17). The proof is completed. (]
e Proposition 4. Velocity up to order two on boundary node.
We introduce numbers o), = (i — %) , N+1< k< qg—1. For the D2Q9 scheme with the bounce-back

boundary conditions described in Figure 2 and relations (6), we have the following expansion for = velocity
momentum :

A 3 A
o= Jp + 7:6 OyJs — At(§ + 207) (O + cg Ozp) + %07 (3az + 2a3 +4) O.p

+ A2 [att 02Ty + iy 0100 T + i 02T, + Ctyy 2T + Bt 0,0,.], (18)

By 020y Jy + Vat Ot0zp + Yoy 020yp | + o(At?)
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where
13 A
att:§+607(1+07), atm:_§(3+04+207),
A2 A2
Oy = ﬂ(240407+80708+1204+15), Qyy = Z(1+204)7
2
Bta = 5(12040'7 —4o0708+604 —4do7 — 9), Bm/ = —5(120407 — 40708 —4dor —9),
)\2
Vot = —E(6a2 O'? + 12&303 — 240$ —|—4a30708 + 2(120'30’7 (19)
—3as03+6az3o7r —3asor —4007 —az — 22) ,
)\3
Yoy = m((ﬂ@@a? +4a3030$ +803U$ +24c740$ +8a20308 +8a30308
—12(13040? —6as 040? — 160? —4as 0? — 80708 — 120307
—360’40’7 — 6a30307 — 2(120’70’8 — 9a2 0307 — 6(130’70’4 — 15&20’40’7
—99ay 07 — 6as oy — 2404 — 9207 — Gagor — Yas — 36).
For y velocity momentum we get the following expansion:
. Az At
Jy=Jy+ N Oy dy — 3 (OpJy + C% yp)
FAE [810 0,00 Ty + Gy DuyJy + 1t 02Ty + 1ey 010y Ty + 1 O2Ty + 13y, 92, (20)
+Ciy 010yp + Caw Dop + Cyy Oyp] + O(AL?)
where
A A2 1 A
5tz:_*(1+20—4)7 5my:77 mt = <, nty:_*(4+o—4)7
4 \2 4 \2 8 /\26
Naa :Sﬂ(1+404)7 nyy:E(5+2G4), Cty:ﬂ(2a2(73+a2+8)7
Coo = —57 (14+204) (a2 +4), (21)
)\3
Coy = —m (803J7+8U4J7—2a20407+4a30307+6a20307—4a30407
—|—2a204—|—10a207+4007+804—|—5a2+20>.

e The proof of Proposition 4 is easily obtained by formal computation described in the Appendix.

2. EXPERIMENTAL VALIDATION OF BOUNCE-BACK BOUNDARY EXPANSION

We consider here, commun MRT D2Q9 [18] linear lattice Boltzmann scheme with the following equilibrium
distribution:

eq __ eq __ eq __ eq __ ]x eq __ ]y eq __
ms” = a2p, my = My = s mg —7x, mey —77, mg" = azp.

We take constant value for relaxation rates leading to a constant kinematic shear viscosity v =

e Poiseuille flow
First case with volumic force: We consider here the flow driven by spatially uniform body force f, instead
of a pressure gradient (see [8] for more details). We perform LBM in Q = [1,N,] x [1,N,]. For boundary
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condition we take periodic boundary condition on the inlet (¢ = 1) and outlet (i = N,) of the domain. We
apply bounce-back on the bottom (j = 1) and the top (j = N,) of the domain to impose homogeneous Dirichlet
boundary condition on the velocity (j, = 0). We can have the solid wall (j, = 0) exactly at the position 4%
for /1 Iyl 1y 3

mor=(-3) (5 73) = 1%
as proved in d’Humiéres et al. [13] and recovered in our contribution [7]. The proof consists just in applying
the expansion (18) that can be written in this particular case of a Poiseuille flow:

: At _
Jo = Jut 5 A0y Jo+ A N Gy, 02,

where ay, = % (12 — 320407) is obtained by the equation (18) after replacing the first spacial derivative of
p by second order derivative of j, obtained with the equivalent equation (3) and the relation (4) between p and p.

Remark. The solid wall position is exactly % because Poiseuille LBM solution is polynomial of degree
two (parabola), as first observed in [11]. Thus all terms in Taylor expansion for higher order than (At?) are null.

Second case with pressure boundary condition: Here we apply a so-called “anti-bounce-back” boundary condition
at inlet and outlet of the channel to impose pressure dp and —dp and bounce-back on the bottom j = 1 and the
top j = Ny of the domain to impose j, = 0. The solid wall is exactly at % for the following condition:

3 as +4

gaor = —§CL2+2CL3—4,

as proposed in our previous contribution [7].
Proof: In the case of the Poiseuille flow obtained by a pressure boundary condition (i.e. without using a
volumic force) equation (18) becomes:

At At ~
Je = Jp + 5 AOydy + - Ao7 (3ag + 2a3 +4) O.p + At? \? Qyy 3;‘;]95 ,
where oy, = 4—18 (12 — 320407). Because in this case the LBM solution is also polynomial of degree two

(parabola). Now by using equivalent equation to replace the expression of d,p we get:

3as +2a3 +4

At
Jo = Jot A Ta+ AN (7107 . + | 02,

Finally we obtain the proof by taking the coefficient of the term 65 J,, in the above equation equal to AT“/’? A2,

e Accordion test case

To make a further test of the analysis of boundary conditions, we have chosen the following problem: we
consider a rectangular domain of size 2 =]0, L[x]0, k[, with periodic boundary conditions at = 0 and x = L.
For the boundaries at y = 0 and y = h we have: J.(x,0) = J,(x,h) = Jo cos(2kn ), J,(x,0) = J,(2,h) =0,
0 < & < L, where k is some integer. In the low velocity regime (easily simulated with the LBE technique by
removing non linear terms in the equilibrium values of the non-conserved moments) the steady state is solution
of the Stokes equations (3): divJ =0, —vAJ + Vp = 0. We note here that the accordion test case is
incompressible with a constant density in space. The solution is given by a simple analytic expression for a
stream function 1 such that

Lo,

~— 5. 1/) = f(y) cos (IC .’ﬂ), A21/) =0, (22)

A
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with A? the bi-harmonic operator and K = %Tﬂ After an elementary calculs, we get
f(y) =a sinh (Ky) 4+ by cosh (Ky) +cy sinh (Ky), (23)

where {a, b, c} are obtained by the boundary condition f = 0 and 9, f = J, on the boundaries located at y = 0
and y = h. We get:
Jo sinh (K h)

o=hgmkm —kn T ammn —kn M4 =

1 —cosh (K h)
Osinh (Kh) —Kh' (24)

From f(y) one gets the velocity field and when necessary all kinds of spatial derivatives. The pressure can also

be obtained as : (@) = Yon (K 2) d?’7f _ K2 df
nr,y) = K dyS dy ’

up to some constant, where v is the kinematic shear viscosity. The momentum field (J,, J,) can be directly
compared between the analytic solution and the result of the lattice Boltzmann experiment. In a sense this
“elementary situation” can be seen as an extension of the much studied Poiseuille case. It may help to under-
stand a little better what happens in situations where the flow is non uniform along a boundary. Note that
as we consider only the linear regime, a more complicated periodic function for the imposed velocities of the
boundaries can be treated in the same manner by first decomposing the imposed velocity in Fourier components.
The lattice Boltzmann simulation is carried out for a large enough number of time steps so that a steady state
is reached. We call {3, j, } the “experimental” field and {J,, J, } the “theoretical” field obtained as described in
the previous sub-section. (These notations are chosen in agreement with those in the Appendix.)

Remark. Lattice Boltzmann scheme is not incompressible (for instance speed of sound is finite). Now we
can estimate the errors of divj = 0 by finite difference method, using simple 5-points stencil leads to maximum
divergence of 3.107°. Using 9-points stencil for the same flow leads to maximum error of 3.1078, three order
magnitude smaller than 5-points stencil. Note that these results hardly change when we replace finite difference
applied to measured flux j or the velocity j/p. It is observed that the density p varies between 1 4+ 7.107%
in our accordion test. We verified that each simulation lasts long enough to reach a steady state. Density
measurements vary by less than 7.107'2 in 1000 time steps, that in particular for the density in an edge point
and a center point. The analytic field given by (22), (23) and (24) is more useful reference for our LB flow than
what we could get from a simple finite difference simulation of a weakly compressible Navier Stokes flow.

We now consider a series of computations with the same aspect ratio for the rectangle (R = N, /N,= constant,
where N, and N, are respectively the number of nodes in the = and y direction) and determine the root mean
square of the difference of the two fields 7 and J : this allows to verify that we should use the values of the
boundary velocity where the lines fZ and f§ cross the numerical boundary as shown in Figure 3.
We also verify that the velocity component j, varies as cos (K x) while the velocity component j, varies as
sin (K x). This allows us to characterize accurately the “experimental” field by just two functions:

L L
9=(y) = / ju cos (Kz) dz and gy(y) = / jy sin (K z) dz
0 0

and the same for the “theoretical” field (G(y) and G, (y)) with proper normalization such that G, =1 on the
boundary y = 0.

Test of equations (18),(20): for a rectangle of aspect ratio R = {1,2,4,8} we compare the measured g, and
gy on the boundary y = 0 with successive approximations shown in equations (18),(20) for several values of N,
as shown in Figure 4, 5, 6 and 7. In table 1 we show the convergence rates 6 (error is proportional to At?) of
the equations (18),(20) for aspect ratio R = {1,2,4,8}. The results show a good agreement with the expected
theoretical results given by the equations (18),(20).
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FIGURE 3. Second order convergence for the global domain. The ¢? error between LBE velocity
field {j;,jy} defined in (5) and the analytical velocity solution field {J,,J,} is presented for

different aspect ratio R.

Ratio | Order | |J, — jo| | |[Jy — Jy| || Ratio | Order | [ — jul | |Jy — Jyl
1 1 0.903 0.807 2 1 0.950 0.883
2 1.988 1.944 2 2.006 1.972
3 2.935 4.022 3 2.961 3.694
4 1 0.967 0.905 8 1 0.972 0.910
2 2.014 1.980 2 2.017 1.983
3 2.974 3.290 3 2.976 3.174

TABLE 1. Theoretical and measured rates of convergence @ (error is proportional to At?) in
the £2 norm for x and y component of the velocity, for aspect ratio R =1, 2, 4, 8.

For the transverse profile, the Figure 8 shows the difference between the measured mean profile (g,(v),g,(y))
and the theoretical one (G (y), Gy (y)) for several values of the product o407. We observe that for this test case
the particular value o407 = % does not play a major role for minimizing the boundary error. This remark can
be extended to the global error, in fact we see on Figure 9 that the particular value o407 = % has no direct
influence for the minimization of the global error in the whole domain.

3. TRANSFER OF LINEAR MOMENTUM

We put in evidence the viscous stress (i.e. wall friction) 7 plus additional terms of higher order associated
to second order derivatives of the velocity field. These terms are estimated with finite differences. We test
the previous ideas for a Poiseuille flow and an “accelerated pipe” defined as follows. On the left (resp. right)
boundary, a given pressure +P (resp —P) is imposed. On bottom and top boundaries, a given velocity is null
for ¢ < —L and for x > +L. It is a smooth increasing function for —L < z < 0 and a smooth decreasing
function for 0 < & < L. The previous study has been also applied to the computation of pressure on a wall
and the adaptation of anti-bounce-back boundary condition for a precise implementation of a given pressure
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boundary condition. The aim is to estimate the wall friction (parallel momentum exchange) using the above
analysis of the bounce-back. On boundary point z; the change in momentum due to the wall is composed by two
terms: f§(x;) — f3(x,) for the incoming particles and fZ(o;) — fi(o,) for the outgoing particles, as presented
in Figure 10. In consequence, we propose to evaluate the transfer of moments by the following formula:

Te = [fs(z) = f7(xe)] = [f5 (o) = fe (0r)] -
Due to the bounce-back algorithm, the momentum transfer is

Te = 2 [fs(z1) — f7(z,)] + given boundary terms. (25)

We note that Ladd [16] and Mei et al. [20] have used the “cross" scheme for momentum transfer to evaluate the
force on the wall. Here, we use the relation (25) to estimate numerically the friction 7 = p (9yu,+0d,u,) parallel
to the boundary, where the shear viscosity is given by the relation v = %)\2 At. We also give a development of
the relation (25) up to order two.

e Proposition 5. “Cross” stencil. Using the Taylor development of the moment on the wall x up
to order two, with the bounce-back boundary condition, we have:

1 At /1 At
Te = 37)\J1' +7 - ~ (5 +U4> (ath +c 3l-p) + aatt]z

FAL (ett 02Ty + 01y 0,0y Ty + O 02Ty + 0, 02T,

+Bra 00Dy Ty + By 020y Ty + Kt ODap + by 00yp) + O(AL)

10°
"\»ii\\\@\ \ R ) oy
) A Tt
107 o R
o 3 — * St ‘f -0
2 10 . . - )
[¢)] o . .
104 | Icorderl .o .-
Jy order 1 - . .
5 ‘]X order2 - PO ® e )
107 ¢ Jy order2 ---o--- e
Jyorder3 e .
100} Jyorder3 -
10 20 40 60 20
1/(Ax)

FIGURE 4. Difference of measurement and successive approximations in equations (18), (20),
for a rectangle of aspect ratio R = 1.
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FIGURE 5. Difference of measurement and successive approximations in equations (18), (20),
for a rectangle of aspect ratio R = 2
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FIGURE 6. Difference of measurement and successive approximations in equations (18), (20),
for a rectangle of aspect ratio R = 4.

where 2 = %Q(ag + 4) is the sound speed and

1 1

O = E(2403+4804U7+24U4+24U7+7)7 Oy = *6(8‘7§+5U4+1)7
A A

Hm:v = 6(04+1)(2U4+1)’ HUU = 604(204+1)’

1 A
th:_6(04+1)7 Bxy:6(204+1)7

A
Kty = ﬂ(204+1) [2a203+(2a2—|—8)04—(2a2—|—4a3—8)0’7+ a2+8],
)\2
Koy = —m [(12(12+8a3+16)030407+(28@24—8@34-80)03074-(8@—&-32)03
+(6ax+4az+8)oz07+ (38as + 12a3 + 104) o4 07 + (10 as + 40) 0y

+(4a2+16)077a272a3+4]
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With the hat stencil of Figure 11, the momentum transfer can be approximated by the relation

37

Ty (x,t) = 2[f§(xi,t) — f7(x4,t)] + given boundary terms. (26)
We have the following
Proposition 6. “Hat” stencil.
10°
B &
-1 = = =
10 B & ! o
10 G\\'®~;;"1'” Al R KB BE S S
-3 ‘@\*‘3~~\ A A
10 * ’y 8 \‘@—.Q;G TRTA A
o . N
o 10'4 . -9
e e T I
10 - J,,orderl “oe S
6 Jy, order 1 - D
107 b J,order2 —a el
107 | J,,order 2 —--o--- e
Jy, order 3 e
10'8 L Jy, order3 e
10 20 40 60 80
1/(Ax)
FIGURE 7. Difference of measurement and successive approximations in equations (18), (20),
for a rectangle of aspect ratio R = 8.
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FiGURE 8. Difference of measured and theoretical profile for several values of the product o407.
(left) for z-velocity and (right) for the y-velocity. The value of o407 that minimize the error at
the boundary is near 0.17, and this value is not the one (3/8 = 0.375) predicted by Poiseuille

like analysis.
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FIGURE 9. Profile of the error of the x and y component of the velocity for IV, = 37 and R = 4,
(left) versus the product o407 and (right) versus the coefficient as.
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FI1GURE 10. Discrete computation of the wall friction with a “cross” scheme.

Xg X X4
() () () \
/ AX
/ -
Y Y, y
g e
° ° o'

AX

FIGURE 11. Discrete computation of the wall friction with a “hat” scheme.

Using the Taylor development of the moment on the wall x up to order two, with the bounce-back boundary
condition, we have:

1 At
Ty = fJI-I-T—i

At A
E3\ h (8tJm+cgaxp) +58t<]m+—(7a2+2a3+20)8xp

36

LA ([9; 02T, + Oy 010y Ty + O 02T, + O,y 021,
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where

~ 1 ~ 1 9

Oy = 5(204—1) (204 +407+3), 0y = —5(16044—404—1),

~ A ~ A

Oy = E(60§+3U4+08—5), Oyy = gai,

~ 1 ~ A

Bro = —55 (180u+205 = 7), Py = 15 (904 +05—5),

—— 7 (12@20304—1—12(1203—}—4805—12@0407—24@30407—1-480407

—14a203+12a204+7204+6a207+12a307—2407—4(1303—5a2+2a3—48),

- A2

Ry = —m [(36@2—|—24a3+48)03U4U7+(84a2+24a3+240)UZU7+(24a2+96)ai
7(42112+28a3+56)0307+(66a2+12a3+216)040778(a2+a3)0708
—|—(24a2+96)U4+(22a2—|—12a3+40)07+(8+2a2)08—7a2—6a3—4]

Remark. For the Poiseuille problem with the bounce-back boundary condition the above formula becomes:

A 0J,
TH(.’L‘i,t) = At0'4§ Txy + At? o

)\72 44 2as + as 82Jy
9 4+ ao 02

+0(At%). (27)

e Numerical results for cross stencil in the case of Poiseuille flow

We test here the Ty for Poiseuille problem. Let 2 = [1, N;] x [1,N,] we take the following boundary con-
ditions:  Anti-Bounce-back boundary condition on (inlet) ¢ = 1 and (outlet) ¢ = N, to impose p = =%0,.
Bounce-back boundary condition on: j =1 and j = N, to impose j, = 0. Figure 12 shows Ty and 7 versus
space step Ax for two different values of as and ag. For both case we see that the convergence is order 2. In
Figure 13 we show differences between the quantities (26) and (27) versus space step Az. For both cases of
values of as and a3z we get machine accuracy.

4
10 err; =
err, e
L
L
T R
S 5 Tom
% 10 e
T
Tl R Ce.
T
T “e
b |
10-6 i
10 20 40 60 80

1/(AX)

Ficure 12. Difference between the Ty = 2[f3(z;) — f#(x;)] and wall friction Tversus Auw.
The case B is when as = —2 and a3 = 1, second case e is when ay; = —2.5 and ag = 2.5
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FIGURE 13. Difference between the Ty = 2 [fg(x;) — f7(z;)] and T given by the above propo-
sition versus Ax. The case B is when ay = —2 and a3 = 1, second case e is when ay = —2.5
and ag = 2.5.

CONCLUSION

We have proposed a formal method for the analysis of a bounce-back boundary condition for the lattice Boltz-
mann scheme. The present approach is an extension of the Taylor expansion method. We have also given a
precise development of the wall friction via parallel momentum exchange. Our theoretical results are validated
not only for the linear Poiseuille flow but also for accordion flow. We have analytical solutions for both tests.
The numerical results show good agreement at first and second order accuracy. A specific observation for the
accordion flow concerns specific values of the MRT parameters. Specific values lead to machine accuracy for
the Poiseuille flow, but we observe for the more difficult accordion test case good convergence properties not
directly related to special values of the parameters o407. In future work we will extend this study to orthogo-
nal momentum exchange, study the link with pressure and anti-bounce-back boundary conditions, study time
dependent boundary conditions, consider non linear effects for the LB scheme and finally give more general
boundary condition for any position of the wall in the lattice. In particular we wish to present both linear and
nonlinear momentum transfer for the accordion case in a coming further paper.
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APPENDIX RELATIVE TO THE D2Q9 SCHEME

For the D2Q9 lattice Boltzmann scheme, we introduce a constant velocity ratio A between space step and
time step and we use the following matrix M for the transformation of the particle distribution into moments:

1 1 1 1 1 11 1 1
0 A 0 -0 U S
0 0 A 0 U VD WS
—4X2 A2 A2 SAZ A2 222 2)2 222 22
M=1| o0 A2 A2 A2 X2 0 0 0 o0 |. (28)
0 0 0 0 0 A2 A2 a2 _x2
0 —2X 02X 0 A X3 _x3 )3
0 0 —2X3 0 2A3 A3 A3 )3 )3

40 2t 2t 2t 2t M
The moments m are classically [18] named as follows

. t
m = (pa Jzy Jys €5 XX, XY, Gz Gy, €2> .

In this contribution, the equilibrium values are supposed to be linear functions of the conserved moments
W= (p7 Jas ]y)

o ) ) t
m® = (p, Ju, Jy, € = agX?p, 22 = 0, 2yt = 0, 50 = =N ja, g% = =A% jiy, €57 = Aazp) . (29)

The parameter as is related to the sound speed ¢y = 4/ 4*%)\ and parameter ag is adjustable parameter without

any effect in equivalent equation up to order two (see [18] for more details). The relaxation matrix S is given
as follows :

S = diag (O, 0, 0, S3, S4, S4, S7, S7, 88). (30)
If we associate the relaxation (2) with the previous equilibria (29), we can write globally m* = Jym and the
matrix Jy admits the expression

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
ag s3 \? 0 0 1—s3 0 0 0 0 0
Jo = 0 0 0 0 1— 54 0 0 0 0 (31)
0 0 0 0 0 1— 54 0 0 0
0 —s7 A2 0 0 0 0 1—s7 0 0
0 0 s7 A2 0 0 0 0 1—s7 0
az sg \* 0 0 0 0 0 0 0 1—sg
For the bottom boundary condition described at the Figure 2, the matrix T is simply given by
000 O0O0OO0OO0OTO0F© 0
000 O0O0OO0OO0OTUO0F©
000010000
000 O0O0OO0OTO0OTU 0O
T=10 0 0 0 0 0 0 00 (32)
000 O0O0OO0OO0OT1FO0
00 0 0 O0O0OO0OTO 01
000 O0O0OO0OO0OTO0F®
000 O0O0OO0OO0OTO 0O
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e The matrix K introduced at the relation (10) takes the form

1
0 0 X 0 0 0 0 0 0
2 S7 1-— ST
0 - — — 0
373 0 0 0 T2 0 0
0 0 1 0 0 O 0 0 0
1—
Cssap A 0 A1-s7) s3 0 0 0 A‘” 0
_ 17
K = 0 0 ~Z(+s7) 0 sg 0 0 3;7 0
A 1—
0 22— sy) 0 000 s — ; T 0 0
1
0 202 (1+s0) 0 000 0 S+ % 0 0
0 0 0 0 0 O 0 1 0
—ag3 sg A 0 —s57 A3 0 0 0 0 A(1—s7) sg
We consider a given vector g = (go, ... ,gs) € R?. The matrix K is singular and holds a kernel of dimension 1.
In fact the third row is a multiple of the first row. Then when we solve a linear system of the type
Kp=y, (33)
the right hand side has to satisfy the compatibility relation
g2—Ago = 0. (34)
Then the solution of (33) admits the expression
f=rppo+2g (35)

where t
Mo = (1, 0,0, ax)?, 0,0, 0, 0, as )\4)

is a generator of the kernel of the matrix K. The parameter p appears as some integration constant and the
matrix X is given by the expression

0 0 0 0 0 0 0 0 0
1 1 1
0 24 — 0 0 0 0 — (1 . —) 0 0
S7 A2 S7
0 0 1 0 0 0 0 0 0
A 1 1
0 0 —(ss=1) — 0 0 0 —(s7—=1) 0
5)1\3 S3 1 )\83 1
S7 —
0 0 ey 0 — 0 0 0
Y= 3 ( + 87) S4 3Asy
A 1
0 A 0 0o 0 — 0 0 0
Sq 1 Sq 2
0 —2)\2(14-—) 0 0 0 Z 0 0
S7 ST
0 0 0 0 0 0 1 0
A 1
0 0 PR 0 0 0 0 Z(sr—1) —
S8 S8 S8

e The solution of the linear system (11) at order zero is easy to made explicit for the D2Q9 scheme. First,
due to the bounce-back (6) boundary conditions, the right hand side M £ takes the form

M & = (P, Iz Jys a2)\2p, 0, 0, —\? Jes —\2 Jy, A as p)t, (36)
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The compatibility condition (34) is trivial for the right hand side (36). Then the relation (35) simply gives
MmO = (p, Jor Jyr asX2p, 0,0, =X2 Ty, —A2J,, Maz ) (37)

It is formally the equilibrium (29), except that we have replaced the momenta j, and j, defined in (5) by the
boundary data J,, J,. Moreover, the density p has still to be determined.

e  With the data & specified in the right hand side of the relation (6), we have
(38tJy+)\3me OpJy — AO0zdy 30iJy — A0y Jy 7)\289“]95 _ADy A (OpJy — A0z Jy)
6 A ’ 6 ’ 6\ ’ 3 7 3 7 6 ’
N2 (O Jp — XN Oy Jy) _)\2 (B304 Jy + X0 Jy) A2 (30pdy + A0y Jy) )t

¢ =

6 ’ 6 ’ 6

The matrices B® introduced in (12) take the following expressions for the previous bounce-back problem with
the D2Q9 scheme:

0 ddsr 0 0 0 iz Xy 0 0
A2 (8+asz s3—as3 ss) 0 A(s7—2) 1—s3 1—s4 0 0 A(s7—1) sg—1
18 6 18 2 , 6 1822
0 Aer=2) 0 0 0 -y X (erl) 0 0
0 2 (-2s7) 0 0 0 A(u-1 2z 0 0
B' = 0 2 (tsr) 0 0 0 0 (o7 —1) 0 0
7)\3 (442 as s3+as sg) 0 A(2—s7) A(s3—1) 0 0 0 s7—1 sg—1
. " 3 (o 2 22 91 A 0 1 5 18/\1
A (74+4a12853+5 as sg) 0 A (5677 ) (9753) \2 (s1-1) 0 0 (s7—1) (8185; )
0 A3 (56772) 0 0 0 A2 (12754) A (5(7;1) 0 0
A% (245s7) A2 (s4—1)  BA(s7—1)
0 f% 0 0 0 5 6’ 0 0
A (44532 s3) 0 % 513271 sigl 0 0 0 0
0 A(or=2) 0 0 0 84—l 271 0 0
Al I T 0 00
_ A*(4+3a3z s3+2as ss) 0 A2 (s7—1) A(sz—1) A (s4—1) 0 0 s7—1 sg—1
2 A% (4 122 ) ,\2(2 +1) ,\(4 1) )\(4 1) 21 6’\1
— —a2 S3—403 Sg ST S3— S4— S7— S8 —
B" = 36 ) 0 - 6 36 4 0 0 76 188>\
O A (26787) O 0 0 A (S;*l) 57(;1 0 O
O )\3 (86772) O 0 0 /\2 (82471) )\ (Sé*l) 0 O
/\4 (a2 s34+ as 38) 0 )\3 s7 )\2 (8471) )\2 (3471) 0 0 )\(57*1) sg—1
6 2 6 2 2 6
7/\5 (ag s34+ as Sg) 0 7)\4 st A3 (8471) A8 (8471) O 0 A2 (57*1) sg—1
6 2 6 2 2 6\

e The right hand side ¢° = M ¢! — 9;m® — B9, m° of the the relation (14) is admissible, i.e. the equation
(14) admits at least one solution, if and only if the condition (34) is satisfied. With the previous data, this
condition takes the form

2 a9

1
Oup+ 0o+ 0Ty = 5 [ 00Ty + (5 +

e ) )\28yp} = O(A?).

The above condition is a linear combination of the equivalent partial differential equations of the scheme at
order 1 (see e. g¢. [18]). They are naturally satisfied. We observe that if the fields J, and J, represent
given Dirichlet values of the boundary condition, the partial derivatives 0;J,, 0:Jy, 0yJ, and 0,J, are
defined without ambiguity by the problem. Nevertheless, the partial derivatives d,.J, and 0,.J, are Neumann
boundary conditions that are not a part of the given boundary conditions. In this contribution, we consider
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these data to be the exact values of the underlying partial differential equation. The solution m' of the equation
(14) is given by

0
—(207 + )0, T, + 20y J0 + 25 [(2a5 + 4ag — 8)o7 — 3ag — 12],p

30y dy — 300y — 95 (4 + az)dyp

A2(20341)
6(20‘7+1)

[ (3az + 2a3 + 4) 07Adyp — az (607 + 3) Oyp]

m! = X 201+ 1) (<0: T+ 0y, = 3017,) = slaeit) lor(—az — 205 +4) + a2 + 419,
2 (204 + 1) (=0, Ty — 0oy + 30,T,) + 222D (44 00)0,p

%(—)\ame + (807 +5)0¢Jy) — %[(2@2 + daz — 8)oy — ag + az — 8]0xp

% (O dy — N0y dy) — % (az + as)dyp

3
2325 [UNgr (az + az) — az — 4)9yp — 6az(207 + 1)9pp] + 2EFH (=0, 0, + 0, Ty A + A0y,

The matrices B*# introduced in (15) take the following expressions for the previous bounce-back problem with
the D2Q9 scheme:

A2 (8+azs3—aszsg) 0 A(s7—2) (1—s3) (1—s4) 0 0 (s7—1) (s8—1)
18 5 6 18 2 6\ 18)2
0 A (46—‘,-37) 0 0 0 )\(842—1) (376—1) 0 0
_ A¥(4+2a355+a3ss) 0 A2(2—s7)  Alss—1) 0 0 0 (1=s7)  (s8—1)
18 6 9 6 18\
M (4+5azs53+4agss) 0 N(s7=2)  5A%(1-s3)  A%(sd—1) 0 0 A7-1)  2(1—ss)
_ i I 3 , 18 ) 3 9
BY = w 0 0 A (i%—l) A (12—54) 0 0 0 (589—1)
3 2
0 A (Sg—2) O 0 0 A (12—54) )\(876—1) 0 0
4 3 2
0 _)\ (2-6‘1-557) 0 0 0 A (S;—l) 5\ (16—87) 0 0
_)\5(4+2a253+a353) 0 A(2—s7) A (s3—1) 0 0 0 A(1—s7)  A(s8—1)
)\6(—4+4a21583+5a358) )\5(567—2) 2>\4(?—53) 4 A3(5§7_1) 5)\2(118—58)
18 0 G 5 At(sd —1) 0 0 G s
Bl+as) 0 -k Ugw s g 0 0 0
O A (26757) O O O )\(542*1) 1—657 O O
A3 (4+axzs: A2 A(s3—1 A1l—s
_ X(ttazse) 0 - (o) s 0 0 0
A (44-3a2+2a358) 0 N (s7—1 A (1—s3)  A*(1—s4) 0 0 A(s7—1) (1—sg)
- 12 L2 4 4 2 6
B272 — )\4(74+a253+2a358) O )\3(1+S7) )\2(1753) )\2(1784) O O )\(5771) (1758)
36 33 ) 6 36 4 \21 N 1 6 18
0 (Sg* ) 0 0 0 ( 584) (5767 ) 0 0
4 3 2
0 A (26;87) 0 0 0 A (5571) A (16—57) 0 0
)\S(a253+a383) O 7% )\3(6‘571) )\3(8471) 0 0 )\2(1757) )\(S%fl)

- 6 . .2 .2
)\"(a253+a358) 0 )\457 )\3(1753) )\‘3(1784) 0 0 )\2(8771) )\(1788)
6 2 6 2 2



ESAIM: PROCEEDINGS AND SURVEYS 45

0 Als7=2) 0 0 0 1-s4 Alsr=1) 0 0
6 2 6
. >\3(4+2af§3+a338) /\2(20 ) A2(26—57) A(s%—l) 0 . 1)0 . ) 0 (1—687) (Sil—gl)
0 Ao 0 0 Ausbh O-e) g 0
N 0 Xlrz2) 0 0  A(1-—s4) A2l 0 0
BY? = 0 0 0 0 0 0 0 0 0
A4(4+2af;3+a338) 0 A?’(Sg—z) >\2(19—33) 0 0 0 A(S76—1) 1I§8
_ >\5(4+2a283+a3$s) 0 A4(2—S7) )\3(83—1) 0 0 0 )\2(1—37) A(sg—1)
1 A(2—s7) 0 ) A3 (s4—1) A2 (1—s7) 0 18
—S7 4 —S7
S7— — S84 S7—
0 M2 0o 0 . - 0 0
e The condition (34) at order 2 on (At) takes the form:
1 2 a At
Oup+ Oudu+ 0,0y = 5 |00y + (5 + 5 ) M 0up] + 5 |y 020, T

+ﬁtt atQJy + Bty 8tayt]y + Bmm 85']3/ + Byy 8§Jy + Vit 87520 + Vzx 85/) + Tyy 8§p = O(AtQ)

where

A 1 1 A
azy = _1)\72(20/20-3 — a2 _10)7 Btt = _571 Bty = _572 Bm:c = §J47
Boy = *5(2%03*404*&2*10), T =50 Yew = 12(6(1207+4a3‘77+807*‘12*4%
)\2

Vyy = _m[(6a2+4a3+8)0307— (6a2+4a3—|—8)0407+ (6&2 +24)07+3a2+12].

We observe that the left hand side of the equation (38) is exactly a linear combination of the equivalent equations
of the internal scheme at second order for mass and momentum, [18].

(1]
2]
B
4]
(5]
(6]
(7]
18]

[9

[10]
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