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The aim of this article is to apply a novel finite volume method to approximate a stiff problem for a
two-dimensional curvilinear domain. The stiffness is caused by the existence of a small parameter in the
equation which introduces a boundary layer along parts of the curvilinear boundary. Incorporating in the
finite volume space the boundary layer correctors, the boundary layer singularities are absorbed. Hence,
we propose a second order scheme for curvilinear domains using uniform meshes thus avoiding the costly
refinement of mesh in the boundary layers.

Keywords: finite volume methods; boundary layers; correctors; stiff problems
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1. Introduction

We consider the following reaction-diffusion problem in a two-dimensional domain:

− ε"u + bu = f , in #,

u(x, y) = u1(x, y), on $1,

u(x, y) = u2(x, y), on $2,

(1)

where # = {(x, y) ∈ R2, R1 < x2 + y2 < R2}, f, u1 and u2 are sufficiently smooth, b ≥ δ > 0,
R1 < R2 and ε > 0. We assume the Dirichlet boundary condition on $1 = {(x, y) ∈ R2, x2 + y2 =
R1}, and $2 = {(x, y) ∈ R2, x2 + y2 = R2}. For ε small, the solution uε of problem (1) possesses
boundary layers at the boundaries $1 and $2. The analysis of such singularly perturbed problems
can be found for example in [7,8,12–14,24,26], and for the numerical approach see for example
[10,15,16].

Our purpose here is to adapt the method applied in [19] to problem (1). In fact we show how
to implement an enriched subspace technique in the context of finite volumes (see e.g. [9]).

The concept of enriched subspace technique has recently developed in many different direc-
tions. It consists in adding to the Galerkin or similar basis, one or more functions which carry
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2 S. Faure et al.

the singularity of the problem. In [14], it consists in adding to the Galerkin basis functions cor-
rectors which correspond to the boundary layer singularity in the case of singular perturbation
problems; see more recently [2,3,16–19] and the references therein. The concept of enriched
spaces has been also introduced in the approximation of cracks and other singular problems under
the names of XFEM (extended Finite Element Method) and GFEM (generalized FEM); see for
example [1,21–23]. The other specific aspect of this work is that the space discretization is made
by a finite volume method, whereas finite elements are much more common in this context; and
finally the domain is curved. Indeed, the major difference and difficulty here is the domain which
has a curvilinear boundary whereas # is a rectangle in [19]. In our case, as always, the boundary
layer correctors are one-dimensional functions in the direction orthogonal to the boundary; (see
e.g. [11,12]). Hence we can obtain explicit forms of the correctors and incorporate them in the
finite volume space. Thus the advantage of this method is that we avoid mesh refinement and
still produce a second order accuracy method using uniform meshes. In Section 2, we will recall
a finite volume scheme usually used in curvilinear mesh. Then the correctors will be added in
Section 3 and the numerical results are given in Section 4.

2. Classical finite volume schemes

We consider a finite volume discretization of the space H1
0 (#); as indicated above # is an annu-

lus for simplicity, but more general domains of similar topology can be considered. Let T be
a structured mesh such that T = (Ki,j)i=1,...,M , j=1,...,N where an element of T , denoted by Ki,j is
quadrangular and is called a control volume (cell). As shown in Figure 1, each Ki,j is the quadran-
gle represented in polar coordinates by its vertices (R1 + m"r, n"θ), m = i, i + 1, n = j, j + 1
with M"r = R2 − R1 and N"θ = 2π , m = 0, . . . , M , n = 0, . . . N . The vertices of the cells are
thus points with polar coordinates ri = i"r and θj = j"θ . We denote by xi,j the center of gravity
of the cell Ki,j and xi,j+1/2, xi,j− 1/2, xi+1/2,j, and xi− 1/2,j are the center of the edges of the con-
trol volume Ki,j (see Figure 2). We introduce the characterestic function χi,j equal to 1 over the
control volume Ki,j and 0 elsewhere.

Multiplying (1) by the characterestic function χi,j, integrating over # and applying the
divergence theorem we find :

− ε

∫

∂Ki,j

∂u
∂ν

+
∫

Ki,j

bu =
∫

Ki,j

f , (2)

where ν is the unit outward normal at the boundary of ∂Ki,j. Let us denote by ui,j, the discrete
unknown associated with the control volume Ki,j ∈ T . So to build our scheme we classically
have to approximate the quantity ∂u/∂ν on the different edges of ∂Ki,j by using these discrete
unknowns. To this purpose we use a 9-points scheme [9]. Let us consider the configuration
described in Figure 3, which is a generic configuration of structured mesh T ; K is the cell of
interest, L and M are its direct neighbors, νKL is the normal to the common edge [KL] of K and
L. The flux ∇u · νKL on the edge between the cells L and K is approximated by:

∇u · νKL = uE − uW

d(E, W)
,

where d(E, W) is the distance between the points E and W, uE and uW are the approximate values
of u, respectively, at the points E and W where the orthogonal bisector of the edge [KL] intersects
the segment [CK , CM ] and E is defined similarly.

Now we have to approximate uW with the values of u in the center of gravity of L and N. In
fact, for the geometry described in Figure 3, the following linear interpolation formula can be
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Figure 1. Structured mesh of #, xi,j = ∗ denotes the center of gravity of the cells and + denotes the center of the
edges. In this case M = 3 and N = 15, i.e. i = 1, 2, 3 and j = 1, 2, . . . , 15.

L

K M

N

S

G D
xi,j

xi+1,j

xi−1,j

xi,j−1/2xi,j+ 1
2

xi,j+1 xi,j−1

Figure 2. Cells around Ki,j, where xi,j = o denotes the center of gravity of the cell, ! intersection of the orthogonal
bisector of the edges θ = θi and suitable segments connecting the centers xm,n.

used:

uW ≃ αuK + βuM

α + β
;

here α = d(W , CM ) and β = d(W , CK). Note that the adjacent cell M is chosen so that W is in
the interior of the segment [CK , CM ]; For the value uE we do the same approximation using the
values of u in the centers of gravity of L and N, where the cell N is introduced in the context of
Figure 3.

The description above relates to the particular mesh given by Figure 2, which is a zoom of the
structured mesh T described by Figure 1. Applying the 9-points finite volumes scheme in this
geometry we obtain the following formula for the flux of ∂u/∂ν on the edges ∂KL of the cell KL
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4 S. Faure et al.

Figure 3. Cells around K, also written L where α = d(W , CM ) denotes the distance between W and CM and
β = d(W , CK) denotes the distance between W and CK .

which denotes volume L in Figure 2:

∫

∂KL

∂u
∂ν

≃ |LN |uN − uL

dN
+ |LS|uS − uL

dS
+ |LE|

d∗

[
αuD + βuM

α + β
− αuN + βuL

α + β

]

+ |LW |
d∗

[
αuG + βuK

α + β
− αuN + βuL

α + β

]
. (3)

Here |LN | is the length of the common edge of the volumes L and N. The quantities dN , dS

are respectively, the distance between the cell’s center of L and N (i.e. dN = d(xi,j, xi+1,j)) and
the distance between the cell’s center of L and S (i.e. dS = d(xi,j, xi− 1,j)) and d∗ is the distance
between the centers of gravity of the two cells L and M or L and K (i.e. d∗ = d(xi,j, xi,j+1) =
d(xi,j, xi,j− 1)). The numerical gradient ∇u in the cell Ki,j is given in polar coordinates by:

∇θ u ≃ 1
d∗

[
αuD + βuM

α + β
− αuN + βuL

α + β

]
, (4)

∇ru ≃ uN − uL

dN
. (5)

So we obtain the 9-point finite volumes scheme corresponding to Equation (2) for the cell
L = Ki,j:

− ε

(
|LN |

ui+1,j − ui,j

dN
+ |LS|

ui− 1,j − ui,j

dS
+ |LE|

d∗

[
αui+1,j− 1 + βui,j− 1

α + β
−

αui+1,j + βui,j

α + β

]

+ |LW |
d∗

[
αui+1,j+1 + βui,j+1

α + β
−

αui+1,j + βui,j

α + β

])
+ b|Ki,j|ui,j = |Ki,j|fi,j,

(6)

where i = 2, . . . , M − 1 and j = 1, . . . , N . To impose the Dirichlet boundary condition on ∂#,
we add the known values (equal to the Dirichlet condition given by the second and third equations
of problem (1)) on the center of the edges which are in ∂#. Therefore for the cell which has an
edge which belongs to the boundary (i.e. i = 1 or i = M ) we obtain the same formula as (6)
where dN is replaced by dN/2 if the cell is on the external boundary and dS is replaced by dS/2
if the cell is on the internal boundary.
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Remark We note, here, that to impose the Dirichlet boundary conditions, we do not add ficti-
tious nodes but we rather consider that we have a cell control with zero area on the boundary
edges.

3. Finite volume schemes with correctors

Without loss of generality, we consider the following problem :

− ε"u + u = f , in #,

u(x, y) = 1
2

, on $1,

u(x, y) = 0, on $2,

(7)

where f = 1/2 on $1. In this case we expect boundary layers at the external boundary $2 only.
In fact the exact solution u can be decomposed as u = uf + us, where us represents the smooth
part of u and uf is its fast part (see [18]). We consider new schemes incorporating the correctors
which absorb the stiffness of the solution. So the stiff part uf will be the corrector function given
in polar coordinates by:

ϕ(r) = − exp
(

r − R2√
ε

)
. (8)

On the other hand, we use classical finite volume methods (cFVM) described in the previous
section to approximate the non-stiff part us. Thus we approximate the solution u = us + uf , in
the enriched space, by the discrete solution uh given by:

uh =
N∑

j=1

ξjϕχM ,j +
∑

i,j

ui,jχi,j, for i = 1, . . . , M , j = 1, . . . , N .

A crucial point here, is that we have N more unknowns, that is, the ξj corresponding to the
added elements. They will be determined using the correctors ϕχM ,j as test elements. So we
start with the generic test elements χi,j. For 1 ≤ i ≤ M , 1 ≤ j ≤ N , multiplying the first equation
of (7) by χi,j and integrating over Ki,j we find the equations that are equivalent to those of the
classical 9-point FV scheme. Multiplying then the first equation of (7) by ϕχM ,j, j = 1, . . . , N ,
and integrating over # we find:

− ε

∫

∂KM ,j

ϕ
∂u
∂ν

+ ε

∫

KM ,j

∇u∇ϕ +
∫

KM ,j

uϕ =
∫

KM ,j

f ϕ. (9)

Using the numerical approximation of ∇u given by Equations (4) and (5) we compute the
different terms of Equation (9). In fact the first term gives the following expression:

∫

∂KM ,j

ϕ
∂u
∂ν

≃
ξj − uL

d̃N

∫

∂N
ϕ + uS − uL

dS

∫

∂S
ϕ + 1

d∗

[
αξj− 1 + βuM

α + β
−

αξj + βuL

α + β

] ∫

∂E
ϕ

+ 1
d∗

[
αξj+1 + βuK

α + β
−

αξj + βuL

α + β

] ∫

∂W
ϕ.

where d̃N = dN/2 because the edge ∂N of the cell KM ,j belongs to $2. Now we will compute
every term of the above equation by replacing ϕ by its expression in Equation (8). So the
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6 S. Faure et al.

boundary integrals
∫

θ give:

∫

∂N
ϕ = − |LN |,

∫

∂S
ϕ = − |LS|e(r̄− R2)/

√
ε,

∫

∂E
ϕ =

∫ R2

r̄
− e(r− R2)/

√
ε = (e(r̄− R2)/

√
ε − 1)

√
ε = C,

∫

∂W
ϕ =

∫ R2

r̄
− e(r− R2)/

√
ε = (e(r̄− R2)/

√
ε − 1)

√
ε = C.

The second term of Equation (9) gives:

∫

KM ,j

∇u∇ϕ =
∫ R2

r̄

∫ θ2

θ1

∂ϕ

∂r
∂u
∂r

r dr dθ

= uL − uS

dS

∫ θ2

θ1

∫ r∗

r̄

∂ϕ

∂r
r dr dθ +

ξj − uL

d̃N

∫ θ2

θ1

∫ R2

r∗

∂ϕ

∂r
r dr dθ .

Here θ1, θ2, and r̄ are the polar coordinates of the vertices of the cell KM ,j and the scalar r∗

is given by r∗ = (R2 + r̄)/2. Replacing now ϕ by its expression in Equation (8), in the above
equation, we find that we have to calculate the following quantity:

∫ r2

r1

r e(r− 1)/
√

εdr = [
√

ε(r −
√

ε) e(r− 1)/
√

ε]r2
r1

,

where r1 = r̄, r2 = r∗ in the first case and r1 = r∗, r2 = R2 in the second case. So let

A =
∫ r∗

r̄

∂ϕ

∂r
r dr = [(

√
ε − r) e(r− R2)/

√
ε]r∗

r̄ = (
√

ε − r∗) e(r∗− R2)/
√

ε − (
√

ε − r̄) e(r̄− R2)/
√

ε,

and

B =
∫ R2

r∗

∂ϕ

∂r
r dr = [(

√
ε − r) e(r− R2)/

√
ε]R2

r∗ = (
√

ε − R2) − (
√

ε − r∗) e(r∗− R2)/
√

ε.

We conclude that the second term of Equation (9) is given by:
∫

Kj

∇u∇ϕ = uL − uS

dS
A(θ2 − θ1) +

ξj − uL

d̃N
B(θ2 − θ1).

We compute now the third term of Equation (9):
∫

Kj

uϕ = uL

∫

Kj

ϕ

= uL[
√

ε(
√

ε − R2) +
√

ε(r̄ − R2) e(r̄− R2)/
√

ε](θ2 − θ1)

= uLD(θ2 − θ1),

where D = [
√

ε(
√

ε − R2) +
√

ε(r̄ − R2) e(r̄− R2)/
√

ε].
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International Journal of Computer Mathematics 7

Using these results, Equation (9) becomes:

− ε

[
ξj − uL

d̃N
(− |LN |) + uS − uL

dS
(− |LS|e(r̄− R2)/

√
ε) + C

d∗

(
αξj− 1 + βuM

α + β
−

αξj + βuL

α + β

)

+ C
d∗

(
αξj+1 + βuK

α + β
−

αξj + βuL

α + β

)]
+ ε

[
uL − uS

dS
A(θ2 − θ1) +

ξj − uL

d̃N
B(θ2 − θ1)

]

+ D uL(θ2 − θ1) =
∫

Kj

f ϕ.

We rewrite the above equation as follows:

− ε

[
C
d∗

α

α + β
ξj− 1 + C

d∗
α

α + β
ξj+1 + C

d∗
β

α + β
uM + C

d∗
β

α + β
uK

]

+ ε

[ |LS|
dS

e(r̄− R2)/
√

ε − A
dS

(θ2 − θ1)

]
uS + ε

[ |LN |
d̃N

+ 2
C
d∗

α

α + β
+ B

d̃N
(θ2 − θ1)

]
ξj

+ ε

[
− |LN |

d̃N
− |LS|

dS
e(r̄− R2)/

√
ε + 2

C
d∗

β

α + β
+ A

dS
(θ2 − θ1) − B

d̃N
(θ2 − θ1)

]
uL

+ D(θ2 − θ1)uL = D(θ2 − θ1)fj.

Finally using the numbering of the nodes we can rewrite the above equations in the following
form:

− ε

[
C
d∗

α

α + β
ξj− 1 + C

d∗
α

α + β
ξj+1 + C

d∗
β

α + β
uM ,j− 1 + C

d∗
β

α + β
uM ,j+1

]

+ ε

[ |LS|
dS

e(r̄− R2)/
√

ε − A
dS

(θ2 − θ1)

]
uM− 1,j + ε

[ |LN |
d̃N

+ 2
C
d∗

α

α + β
+ B

d̃N
(θ2 − θ1)

]
ξj

+ ε

[
− |LN |

d̃N
− |LS|

dS
e(r̄− R2)/

√
ε + 2

C
d∗

β

α + β
+ A

dS
(θ2 − θ1) − B

d̃N
(θ2 − θ1)

]
uM ,j

+ D(θ2 − θ1)uM ,j = D(θ2 − θ1)fj,

where i = M and j = 1, . . . , N . These equations are the new equations specific to the use of the
correctors at the boundary. They are coupled with the classical finite volumes equations, that is,
the Equations (6) with just the addition of those corresponding to the corrector ϕ.

4. Numerical results

We consider here the problem (7) with R1 = 1
2 , R2 = 1, f (x, y) =

√
x2 + y2, u(x, y) = 1

2 on $1

(Dirichlet condition at the interior boundary of the domain) and u(x, y) = 0 on $2 (Dirichlet
condition at the exterior boundary of the domain). To validate our scheme, as we do not have the
exact solution of the problem (7), we use the classical cFVM with an extremely fine mesh. This
provides us a reference numerical solution called uref. Figure 4 shows the reference solution uref

of problem (7) using classical finite volumes methods (cFVM), for mesh size M = 3, N = 281
and ε = 10− 3.
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Figure 4. The reference solution vs x1,j, j = 1, . . . , N where ε = 10− 3 and mesh size given by = 3 × 281 using cFVM.

Table 1. The numerical accuracies, measured by the ℓ∞ norm
max1≤j≤N {|uref(xj) − uj|}, where uref(xj) is the reference solution of problem (7)
where ε = 10− 3.

M × N cFVM nFVM

3 × 11 0.136 2.85 × 10− 3

3 × 21 6.52 × 10− 2 8.53 × 10− 4

3 × 41 2.21 × 10− 2 5.06 × 10− 4

3 × 81 6.11 × 10− 3 4.39 × 10− 5

Table 1 shows the ℓ∞ error given by supj{|uref(xj) − uj|} where uref(xj) is the reference solution
and uj is the solution of problem (7), without and with correctors (i.e. using cFVM and nFVM).
As it appears in this table, the new finite volume methods (nFVM) attains a much better numerical
accuracy than the cFVM for ε = 10− 3.

Figure 5 shows the difference between the reference solution obtained using the correctors
(nFVM) and that obtained without the correctors (i.e. cFVM). We clearly observe that the differ-
ence is concentrated on the boundary $2 (i.e. r = 1) where the boundary layers singularities
appears. This confirms that the better accuracy of the nFVM is due to the treatment of the
boundary layer.

Figures 5 and 6, respectively, show the difference between the reference solution of problem 7
and the solution obtained with and without using correctors. We remark that the essential part
of the error made by the cFVM method is located at the external boundary of the domain r = 1,
that is at the boundary layer.

To achieve the validation of the new finite volumes scheme with correctors, we compute and
compare the order of accuracy of the nFVM and cFVM methods, for different values of ε.
Figures 7–9 show the curves of the ℓ∞ errors between the numerical solution u obtained with
and without using correctors and the reference solution uref, where ε = 10− 2, 10− 3 and 10− 4.
Figures 7–9 show experimentally that the two methods have a second order accuracy.
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Figure 5. Difference between the solution u obtained by nFVM (i.e. using correctors) of problem (7) and the solution
u obtained by cFVM (i.e. without correctors) of the same problem, where ε = 10− 3 and size of mesh is 3 × 281.
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Figure 6. Error {|uref(xj) − uj|}, vs r, where uj is the numerical solution of the problem (7) with corrector (nFVM)
and uref(xj) is the reference solution where ε = 10− 3. The solution uj is computed for different mesh size: from the top
3 × 11, 3 × 21, 3 × 41, and 3 × 81.

As shown in Figures 6 and 10, the numerical solution obtained using the nFVM method are
stable and capture the boundary with economical mesh sizes. The cFVM method produces errors
located in the boundary layer and we have to consider highly fine meshes to capture the stiffness.
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Figure 7. Convergence for ε = 0.01: ⃝ The ℓ2 error uref − uapp vs log(h) where uapp is obtained using correctors
(nFVM). ! The ℓ2 error uref − uapp vs log(h) where uapp is obtained without corrector (cFVM).

10−3 10−2 10−1

log(h)

10−5

10−4

10−3

10−2

10−1

lo
g(

u
re

f
−

u
ap

p
2)

Figure 8. Convergence for ε = 0.001: ⃝ The ℓ2 error uref − uapp vs log(h) where uapp is obtained using correctors
(nFVM). ! The ℓ2 error uref − uapp vs log(h) where uapp is obtained without corrector (cFVM).

Figure 11 shows the cpu time to inverse the matrix of the discretization of the nFVM vs mesh
size h. We observe that the cpu time is proportional to the mesh size h.

Finally we focus on the condition number of the discretization matrix of each method (i.e.
cFVM and nFVM) in function of the mesh size h where ε = 0.0001. Figure 12 shows that for a
more refined mesh (i.e. as the mesh size h decreases) the condition number of the two methods
increases. On the other hand for a fixed mesh size h the condition number of the matrix using the
correctors for (nFVM) is slightly larger than for (cFVM) and this is due to the size of the matrix
since nFVM is larger than with cFVM.

D
ow

nl
oa

de
d 

by
 [1

96
.2

03
.1

85
.4

2]
 a

t 0
9:

18
 1

1 
Se

pt
em

be
r 2

01
5 



International Journal of Computer Mathematics 11

10−3 10−2 10−1

log(h)

10−4

10−3

10−2

10−1

lo
g(

u
re

f
−

u
ap

p
2)

Figure 9. Convergence for ε = 0.0001: ⃝ The ℓ2 error uref − uapp vs log(h) where uapp is obtained using correctors
(nFVM). ! The ℓ2 error uref − uapp vs log(h) where uapp is obtained without corrector (cFVM).
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Figure 10. Error {|uref(xj) − uj|}, vs r, where uj is the numerical solution of the problem (7) without corrector (cFVM)
and uref(xj) is the reference solution where ε = 10− 3. The solution uj is computed for different mesh size: from the top
3 × 11, 3 × 21, 3 × 41, and 3 × 81.

5. Conclusion

We have extended the 2D work of [19] to a curvilinear domain. We have shown that the corrector
absorbs the boundary layer and that we are able to achieve a second order numerical accuracy.
Thus we have avoided refining the mesh in the boundary layers as ε → 0.
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Figure 11. Time of inversion of the matrix vs mesh size h for ε = 0.001.
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Figure 12. Condition number of the matrix vs mesh size h, where ε = 0.0001: ⃝ with correctors (nFVM) where the
size of the matrix is (M + 1)N × (M + 1)N , ! without correctors (cFVM) where the size of the matrix is MN × MN .

In future works we want to extend our method to more complex problems. Here we note
that the boundary layer correctors are still one-dimensional. We may also consider more general
elliptic operators of second or higher order, or time dependent problems (see [4–6,20]). Finally
we will extend our method to resolve convection-diffusion equations [19,25,27].
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