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Abstract

Recently, Vision Transformer (ViT) has become a relevant alternative to convolutional neural networks (CNN) for image
classification tasks. However, we believe that ViT needs pre-training on large-size datasets, making it unsuitable for certain
scientific fields such as infrared imaging where the amount of training data is limited. In this direction, we proposed a
Compact image Transformer based on convolutional variational Autoencoder with Augmented attention backbone (referred
to AA-CiT) for target recognition in infrared images, which can learn efficiently from scratch even with small-size datasets.
This is performed by three main adaptations of the original ViT architecture, in which we introduced convolutions in its
different parts to fully benefit from the properties of both paradigms: attention and convolution. First, we proposed an
improvement in the tokenization step by introducing a new module based on a local convolutional variational autoencoder.
Second, convolutional features are incorporated in ViT’s encoder, which allows us to introduce some inductive bias of CNN
in the proposed transformer. We finally took profit of a new sequence pooling technique on the top of ViT’s encoder to make
our model compact and more accurate. These modifications allow us to overcome the difficulties of ViT training and also
eliminate the need for Class token and the heavy reliance on positional embeddings. We validated our approach by carrying
out extensive experiments on FLIR-SEEK dataset. Globally, we achieved a 3% improvement in overall classification accuracy
compared to conventional ViT while relying on fewer parameters (14% of ViT’s parameters).
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1 Introduction

Transformer is a deep learning model, firstly presented in
Attention is All You Need [1]. It uses only the attention mech-
anism and neither recurrent nor convolutional network. Due
to its success in natural language processing [2—4], many
attempts have been made to explore its potential in com-
puter vision tasks. The first work that applied transformer in
computer vision is Vision Transformer (ViT) [5], in which
the standard transformer has been applied directly to images
with the necessary modifications. The authors of ViT have
concluded that the transformer does not work well without
being trained on large datasets.
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The “data-hungry transformer” paradigm has dismissed
the transformer in many problems, either caused by lack of
data or limited computational resources [6, 7]. Until today,
it is nearly impossible to create super large datasets like
JFT-300M [8] and ImageNet [9] in fields such as medicine
and infrared imaging. For example, it is difficult to col-
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lect millions of patient data for a rare disease [10]. In
infrared imaging research (our work), datasets with millions
of images do not exist, and creating them is difficult [11].
RGB cameras are widely used in people’s daily lives and
are embedded in the majority of electronic devices such as
cell phones and computers. Moreover, the explosion of social
media has made it possible to exploit and collect millions of
images stored on these platforms. On the other hand, a small
community needs to use infrared cameras due to their specific
applications (military [12], industrial [13], medical [14],
etc.) and their price, which are expensive when compared
to RGB cameras. Hence, the amount of infrared data flow-
ing through the net is not sufficient to create large datasets
similar to the visible spectrum. Several works [15, 16] have
referred to transfer learning; however, it has been shown that
in some cases, pre-trained models do not perform well on
other datasets [17]. Therefore, it is crucial to improve the
architecture of ViT to reduce its reliance on data.

Before the advent of ViT, convolutional neural networks
(CNN) were the default choice for computer vision tasks [18,
19]. CNN architectures impose two inductive biases [20]:
locality and translation equivariance. The emergence of
attention mechanisms [1] has shown that CNN are unable
to capture long interactions, preventing them from captur-
ing the global context of an image [21]. Researchers have
addressed the limitations of CNN in two ways. First, they
have designed fully attentional architectures without con-
volution [5, 22-24]. The second idea is to design hybrid
architectures, containing the attention mechanism and CNN
[25-30]. The review of these works shows that fully atten-
tional architectures require convolutions. CNN impair the
ability to capture long-range dependencies, but they enable
the network to capture local information with a local recep-
tive field.

Therefore, we are faced with two problems of ViT that
prevent us from applying it for target recognition in infrared
images; the need for data for its training and the lack of some
characteristics offered by CNN. In this direction, we have
proposed a hybrid architecture (Fig. 1), in which we have
introduced convolution in ViT. The proposed architecture
is a Compact image Transformer based on convolutional
variational Autoencoder with Augmented attention back-
bone (AA-CiT). Three main adaptations are introduced in
ViT to overcome the above problems. First, we developed
a module of tokenization based on a local convolutional
variational autoencoder [32] instead of the hard patching
and linear embedding layers in ViT. This module introduces
some inductive biases imposed by CNN. Second, feature
maps inside the transformer backbone have been augmented
with convolutional feature maps to improve the feature rich-
ness and overcome the difficulties in training ViT. Finally, a
new technique of sequence pooling (SeqPool) [31] has been
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Fig. 1 Overview of AA-CiT: CVAE is the encoder part of a convolu-
tional variational autoencoder. Figure adapted from Fig. 1 in [31]

inserted at the top of the transformer’s encoder, to make our
model compact and more efficient.

These three additions make it possible to train our model
from scratch with very small-size datasets (FLIR-SEEK
dataset [33] ~ 5K images). Moreover, they resulted in a
significant increase in performance, with an improvement of
3% in overall classification accuracy compared to ViT on
FLIR-SEEK dataset.

The rest of this paper is organized as follows. In Sect. 2,
we will describe the different parts of ViT and the recent
works that have improved its architecture, especially archi-
tectures designed for small-size datasets. We then present the
main contributions of our work compared with existing mod-
els. The components of our compact transformer (AA-CiT)
are further discussed in Sect. 3, followed by Sect. 4, which
presents the experimental details and the obtained results.
Several variants of our model were tested on FLIR-SEEK
dataset and then compared to state-of-the-art classification
methods, including CNN-based models and ViT-based mod-
els. In Sect. 5, we provide the main findings of this work,
examine its challenges and offer insights on future prospects.

2 Related Works

The main issue with ViT is the need to pre-train on large
datasets like JFT-300M, which is not accessible by the large
community. Our work is motivated by many recent works
which have been realized to improve ViT and dispel the
data-hungry paradigm for transformers. In this section, we
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will present the main works addressing the above problem.
First, we provide a brief presentation of ViT and its different
parts. Next, we discuss two transformer-based architectures,
designed especially for small datasets. Then, the contribution
of other works in the architecture of ViT is described. Finally,
we conclude by analyzing related works and highlighting our
contributions.

2.1 Vision Transformer

Vision Transformer [5] is a new type of neural architecture
applied to target recognition tasks in images. It uses the atten-
tion mechanism to encode the input data as powerful features.
It allows for establishing long connections between different
parts of the input image. ViT is composed of several parts
(Fig. 2). We will briefly describe each part and its role.
Image tokenization This part consists of two steps. (1)
Image patching: ViT divides the input image into sequences
of non-overlapping patches. Let X € R*W*D be the input
image and (P, P) the patch size. Thus, N = H x W/P2
will be the number of resulting patches. Patches are then
flattened to form a 2D sequence, X, € RV*(P D) In addi-
tion, there are other alternatives to form patches from CNN
feature maps.

(2) Learnable embeddings: The embedding layer helps to
grab a learned vector representation for each patch, in which
the flattened patches are linearly projected into a lower-
dimensional space. The resulting vectors are called “tokens.”
Classification token Class token is originally introduced by
BERT [2]. It is an extra learnable parameter that is attached
to the sequence of patch embeddings. The resulting vector
(patch embeddings + Class token) serves as input to the first
transformer layer. Class token gathers information from all
patches using self-attention. Itis processed in the same way as
the patch tokens. Typically, only the state of Class token after
transformer’s encoder is used as input to the classification
layer.

Positional embedding Unlike CNN, the attention mecha-
nism has no idea about the patches’ position in the input
sequence. Therefore, a positional embeddings vector is added
to the patch embeddings vector before it is processed by the
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Fig.2 The pipeline of Vision Transformer architecture

transformer’s encoder. This vector can be learned instead of
using hard-coded vectors.

Transformer’s encoder The transformer’s encoder is struc-
tured as a multilayer stack of identical layers, where each
layer consists of two sub-layers: a self-attention layer and
a feed-forward neural network. The role of self-attention is
to maintain the interdependence of patches in the sequence
representation. In addition, each of these two sub-layers is
surrounded by a residual connection and followed by a nor-
malization layer.

Classification This part is simply composed of a multi-
layer perceptron (MLP) head, which takes the Class token
vector after transformer’s encoder as input and yields clas-
sification scores. Generally, it is implemented with a small
feed-forward neural network.

2.2 Transformers for Small Datasets

In this subsection, we focus on ViT-based architectures that
are specifically designed to learn from scratch, even with
small datasets.

Compact Convolutional Transformer (CCT) [31] frame-
work has provided state-of-the-art results on small datasets.
CCT authors tried to answer the question: “Can vision trans-
formers be trained from scratch on small datasets?”. To
achieve this, they proposed an architecture in which they
have eliminated the need for Class token, learnable and posi-
tional embeddings by using convolution and a new sequence
pooling (SeqPool) technique. Convolution is introduced in
the tokenization step, using a small stride, to obtain effi-
cient tokenization and retain local spatial relationships. This
convolution block is simply composed of a succession of
sub-blocks: 2D convolution, ReL.U activation and max pool-
ing. The SeqPool strategy eliminates the need for Class token
and allows for efficient processing of the resulting encoder
information.

SL-ViT [34] can be trained from scratch with small-size
datasets. They proposed two add-on modules: Shifted Patch
Tokenization (SPT) and Locality Self-Attention (LSA),
which can be easily applied to different architectures based
on ViT. SPT was founded to rectify the tokenization problem
in ViT, by using spatial relations between adjacent pixels and
thus bringing alocality inductive bias. LSA has addressed the
problem of “poor attention mechanism” by applying two new
blocks, diagonal masking and learnable temperature scaling.

2.3 Other Concurrent Works

In addition to the works mentioned earlier, other studies
have been conducted to enhance ViT. Convolutional Vision
Transformer (ConViT) [20] has tried to gain the advantages
of both paradigms; CNN and transformer, by introducing
a new method to achieve a soft inductive bias in ViT. Its
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idea is to replace self-attention layers with gated positional
self-attention layers. The latter can perform as a convo-
lutional layer by adjusting a gating parameter. Similar to
ConViT, Convolutional vision Transformer (CvT) [35] has
tried to derive some desirable properties from convolutions,
such as shift and scale. It introduced convolutions at two
levels. Firstly, the tokenization process is performed by a
convolutional layer. Secondly, the standard linear projection
is replaced by a convolutional projection to achieve more
modulation of the local context in the attention mechanism.
Touvron et al. [36] introduced Data-efficient image Trans-
formers (DeiT), which is an image transformer that can be
trained without a super large dataset. DeiT contains a new dis-
tillation procedure based on distillation token. This latter is
used similarly to Class token. It interacts with Class token and
patch tokens in the transformer via the self-attention layers.
Yuan et al. [37] created Convolution-enhanced image Trans-
former (CeiT) which achieved competitive results against
DeiT in ImageNet. They brought three modifications to the
original ViT. Firstly, an image-to-tokens module is used for
tokenization, where patches are extracted from low-level fea-
ture maps. Secondly, a locally enhanced feed-forward layer
is introduced in each encoder instead of a feed-forward layer.
Finally, a layer-wise class token attention is attached to the
top of the transformer, which takes as input Class tokens
from different layers, not only from the last layer. Tokens-to-
token ViT (T2T-ViT) [38] has shown two main limitations of
ViT: (1) Patch tokenization is performed in a hard manner,
preventing the capturing of local images structures such as
lines and edges, and (2) the redundancy in the attention back-
bone results in limited and weak features. To overcome these
limitations, they proposed progressive tokenization instead
of the simple tokenization of ViT, in which several tokens
are aggregated into one token, iteratively. Additionally, they
have adopted a deep-narrow structure [39] to enrich features
in the attention backbone. Class-attention in image Trans-
formers (CaiT) [40] proposed adding a new layer (named
LayerScale) after each residual block allowing to train deeper
transformers. CaiT’s architecture consists of two stages. (1)
Self-attention layers like ViT, but without Class token. The
idea is to let the attention focus on the relations between
patches and not try to summarize the useful information
for the linear classifier. (2) Class attention layers, where
Class token is inserted. This part is entirely dedicated to
summarizing the information to be provided to the linear
classifier. Wang et al. [41] have presented Pyramid Vision
Transformer (PVT), which is a multistage transformer with-
out convolutions, designed similarly to multi-scales in CNN.
Transformer-iN-Transformer (TNT) [42] used two blocks,
an outer transformer to model links between patches and an
inner transformer to process relations among sub-patches.

@ Springer

2.4 Analysis and Contributions

All works mentioned above (except SL-ViT and CCT) have
used ImageNet or larger datasets to train from scratch. SL-
ViT and CCT are trained with CIFAR (~ 60K images). The
main specificity of our AA-CiT is its ability to learn effi-
ciently from scratch, even on very small-size datasets such
as FLIR-SEEK dataset (~ 5K images), which represents a
real challenge.

By reviewing the different architectures based on ViT, we
can summarize the problems of ViT in three points. First, ViT
tokenization is based on non-overlapping patches, i.e., ViT
tokenizes using only a few pixels, producing tokens with a
small receptive field. As a result, the relationships between
adjacent pixels are not sufficiently embedded, which induces
poor tokenization lacking of locality inductive bias imposed
by CNN. We can consider this problem as the main cause of
the “data-hungry transformer” paradigm. Second, the atten-
tion backbone of ViT produces redundant and poor features
because it cannot focus locally on important visual tokens.
Third, Class token is attached to the patch tokens before the
first layer. It passes through transformer layers and is then
used for class prediction. This design forces the self-attention
mechanism to spread information between Class token and
patch tokens. The classification input only comes from Class
token, and the only variable inputs for the model are the patch
tokens.

In this paper, we present a solution to these problems.
We developed a module of tokenization based on a local
convolutional variational autoencoder, applied to overlap-
ping patches. This architecture increases the locality (the
image’s adjacent pixels are related to each other) and trans-
lation equivariance via weight sharing. (The autoencoder is
shared between all patches.) Moreover, patches are embed-
ded using the local convolutional variational autoencoder
instead of the linear embeddings in the original ViT. Then,
we explored attention augmented CNN [29] inside the atten-
tion backbone, to improve the feature richness and to focus
more locally on the content of the patch tokens. In addition,
we have introduced a SeqPool layer after the transformer’s
encoder. It allows to weight patches’ information according
to their quality. The SeqPool layer eliminates the need for
Class token, allowing transformer attention blocks to focus
on the relationships between patches instead of summarizing
the relevant information in Class token embedding.

To sum up, the main contributions of this paper are:

e Proposing a hybrid architecture based on transformer
(AA-CiT), which can be trained from scratch and
achieves satisfactory results on small infrared dataset.
Moreover, we demonstrated that our AA-CiT is less
dependent on positional embeddings than ViT.
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Figure adapted from Fig. 2 in [31]

e Developing a tokenization step based on a local con-
volutional variational autoencoder instead of the hard
tokenization used by ViT. This alteration improves the
locality and translation equivariance inductive bias of
ViT.

e Finding an efficient attention backbone for vision trans-

formers by concatenating convolutional feature maps

and attentional feature maps. The features richness is
improved and redundancy is reduced.

Introducing the SeqPool technique on the top of the trans-

former’s encoder, which eliminates the need for Class

token and makes our model more compact and accurate.

3 Proposed Method

The design of our AA-CiT is based on ViT and CCT. Figure
3 shows a detailed modular-level comparison of the three
models.

ViT misses the inductive biases imposed by CNN due
to its hard split, which requires more training data. In our
work, we have used a local autoencoder applied to over-
lapping patches. This architecture preserves local spatial
relationships and ensures weight sharing by using a common
autoencoder between different patches. In addition, patches
are well embedded using a convolutional variational autoen-
coder, instead of a linear projection in the original ViT.

Second, we have concatenated convolutional feature maps
with attentional ones to increase the richness of learned fea-
tures. Lastly, our AA-CiT is supported by introducing the
SeqPool technique to weight patches’ information according
to their quality, eliminating the need for Class token and lead-
ing to a more compact model. In the following subsections,
we will further describe the components of our AA-CiT.

3.1 Local Autoencoder-Based Tokenization

To overcome the limitation of hard tokenization in ViT, we
introduce some inductive bias with a tokenization block
based on a local autoencoder. This block consists of two
steps: (1) local patch generation and (2) patch embedding.
Local patch generation The decomposition of an image
into small overlapping patches is useful and practical and
allows patch tokens to have a relatively large receptive
field. Let X € R¥*WxC be the input image of our trans-
former. X is decomposed into a sequence of patches X, €
RN*(PxPxC) by ysing a sliding window with a stride of
s, where (P, P) is the resolution of each image patch, and
N=((0+W-—=P)/s).(1+ (H — P)/s) is the resulting
number of patches.

Patch embedding Instead of using a simple linear projec-
tion for the generated patches, we have used an unsupervised
learning method to perform the patches’ embedding. For
each generated patch, we applied a convolutional variational
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Fig.4 The structure of the used variational autoencoder. (P x P x C)
are the input and output dimensions. The latent vector code has a length
of D. The encoder consists of two convolutions blocks with kernel size
of 3 and stride 2 followed by a ReLU activation. Then, a fully connected
(FC) layer with a size of 128 follows. Next, the mean p and standard
deviation o of the hidden vector are generated by two fully connected

autoencoder (the encoder part) to extract features. The archi-
tecture of the used autoencoder is shown in Fig. 4. The output
code of the encoder part will be the patch embedding, and let
D be its length. So for the whole input image, we will obtain
a sequence of N patch tokens X, € RN*P which repre-
sents the input sequence for the transformer’s encoder. The
training of the autoencoder and evaluation metrics is further
discussed in Appendix A.

AA-CiT’s tokenization block utilizes overlapping patches
to increase the number of pixels included during tokenization,
resulting in a larger receptive field and enhanced locality.
Additionally, the shared autoencoder employed across the
entire image ensures that the model maintains translation
equivariance. By leveraging an unsupervised convolutional
autoencoder instead of a simple linear projection, AA-CiT’s
tokenization block achieves efficient encoding of patches.
This method enables the model to capture complex image
features and maintain local spatial relationships, ultimately
enhancing its ability to accurately represent visual data.

3.2 Augmented Transformer’s Encoder

Our transformer’s encoder is similar to the one used in ViT,
except that the self-attention layer is augmented by CNN. The

@ Springer

DeConv3
Output
DeConv2
DeConvl
Q
=
Q
O
D
P/4 x P[4 x 64
P/2 X P/2x32
128
P XP XC
FC Decoder

layers. Each pair of 1« and o defines a Gaussian distribution from which
the code is sampled. Similar to the encoder, the decoder is built by trans-
posed Conv blocks with the same kernel and step followed by a ReLU
activation, except for the output convolution block where a Sigmoid is
used. The decoder learns to reconstruct the input from the code

integration of convolutional features into the encoder allows
to focus locally on the patch tokens and to maintain more
spatial information. Therefore, we have explored the archi-
tecture proposed by Bello et al. [29] to enrich the attentional
features. We propose to augment the attention mechanism
with convolutional operators by concatenating the attentional
feature maps with a set of feature maps generated by CNN.
Figure 5 shows an illustration of the augmented attention
backbone inside the transformer’s encoder. The proposed
method concatenates the feature maps from the attention
mechanism with the convolutional feature maps in each
self-attention layer of the transformer’s encoder. Let X, €
RN *D be the input feature maps of the first layer inside the
proposed transformer’s encoder, representing the sequence
of tokens derived from the input image.
As shown in Fig. 5, X ;. will be processed through two paths.
The first path consists of the multi-head attention mechanism
block, similar to the one used in the original ViT architec-
ture. Let F, € RV*P/2 pe its output. In parallel with the first
pathway, X . is further processed through a standard convo-
lutional block with D /2 filters in the second pathway, letting
F, € RV*P/2 be its output. Notice that a reshaping process
is applied before and after the convolution block. Finally, the
two feature maps F, and F, are concatenated, along the spa-
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tial dimension. The resulting augmented maps are followed
by batch normalization [43] to obtain the final feature maps
Fr € RN*D The latter is passed through an MLP head as in
the ViT baseline architecture. The same process as described
for the first layer will be applied inside the remaining layers
(I = 2, ..., L), where the input feature maps for layer [ will
be the output feature maps of layer / — 1.

The proposed augmented transformer’s encoder combines
the strengths of CNN and the attention mechanism. CNN
are well suited for extracting low-level features from images
because they are designed to preserve spatial information by
using local receptive fields. In contrast, the attention mech-
anism can capture global relationships between the input
features, which can help to identify more complex patterns
and relationships between different parts of the image. By
combining these two mechanisms, the resulting feature rep-
resentation can capture both local and global features, as well
as their relationships, which can lead to better classification
accuracy.

3.3 SeqPool

As mentioned before, the use of Class token as the main
source of classification information leads to a limited ViT.
To eliminate Class token, we have introduced the SeqPool
technique after the encoder part. This technique aims to map
the sequential output of the encoder to a singular class index.
We can modelize SeqPool as follows.

Let X; € RV*P be the last layer output of the transformer’s
encoder. X is fed to a linear layer g with size D x 1. Then,
softmax activation is applied to g(Xr) € RV*!, so that:

Y; = softmax(g(Xz))T € R"N (1)

1
1
|
Layer 1 :
1
|
|
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: 8 8z
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4 1 8'
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|
|
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|
1
Next, we compute the vector Z:
_ _ T 1xD
Z =Y X = softmax(g(Xr))" - XL € R 2)

Before feeding Z to the MLP head classifier, we pool the
first dimension to obtain Z € RP.

By removing Class token and incorporating a SeqPool
layer after the encoder, the efficiency of our model can be
improved. By doing so, the encoder block can focus on estab-
lishing relationships between patches instead of summarizing
relevant information in the Class token embedding. The
entire output sequence now contains relevant information
from all parts of the input image. To prevent any potential bias
caused by specific patches, the sequence is pooling, which
enables patches to be assigned weights based on the rele-
vance of their informative content. Moreover, these weights
are learnable, so they can be adapted to the difference in
entropy between the embedded patches.

4 Experiments and Results

In this section, we conducted several experiments on FLIR-
SEEK dataset to evaluate the effectiveness of the proposed
AA-CiT architecture. Section 4.1 presents the used dataset
and describes the implementation details. Section 4.2 shows
the evaluation of several variants of our model by train-
ing them from scratch on FLIR-SEEK dataset. Section 4.3
presents a performance comparison of our AA-CiT with
some common CNN and some architectures based on ViT.
Finally, Section 4.4 shows the results of some ablation studies
to demonstrate the effect of certain model components.
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4.1 Dataset and Experimental Settings

Dataset FLIR-SEEK dataset [33] is a thermal image dataset
for object classification. It consists of a total of 6892 images,
of which 1092 images were captured using FLIR and 5800
images were captured using Seek Thermal. It consists of three
classes: man, cat and car (Fig. 6). Table 1 gives more details
of the samples’ distribution on FLIR-SEEK dataset.
Implementation Details In all experiments, images were
resized to 128 x 128 pixels. Unless stated otherwise, we
trained all models for 500 epochs with a batch size of 64,
using AdamW optimizer [44] with le—3 learning rate and
le—4 weight decay. For all models, we used the following
data augmentation methods: random rotation, random zoom,

Man

Cat

Car

random horizontal flipping, width and height shift, rescaling
in [0, 1], brightness shift and shear intensity.

The VIT-based architectures that contain the proposed
tokenization block have been trained separately. Initially,
the convolutional variational autoencoder was trained using
the evidence lower bound (ELBO) as a loss function (see
Appendix A). Secondly, we trained the remaining compo-
nents of the VIT-based architectures in question, namely the
transformer’s encoder and the classification stage, using the
categorical cross-entropy loss function. The encoder compo-
nent of the pre-trained convolutional variational autoencoder
was used as a fixed component during this training phase to
extract local features from each patch.

More details will be mentioned in the following sections.
This setting has been determined experimentally.

4.2 Model Variants

There are several possible design choices for our model. We
instantiated four model variants by changing the patching
step s, the number of attention heads Nj, and the layers’
number L, as summarized in Table 2. The four variants are
AA-CiT-Base, AA-CiT-Medium, AA-CiT-Large and AA-
CiT-Huge. The patch size for all variants is p = 16. The
patch token resulting from the local autoencoder has a fixed
length D = 128. We set the MLP encoder size d to (256,128).
The classification head is an MLP with two layers of length
2048 and 1024, respectively. During training, we also used
stochastic depth [45] with a value of 0.1. MLP dropout and
attention dropout were both set to 0.1.

Table 3 presents the results achieved by the four model
variants on FLIR-SEEK dataset. We can see that for all
variants, accuracy exceeds 94%, which represents high clas-
sification performance. As expected, the largest models are
the most successful, AA-CiT-Huge exceeds AA-CiT-Large

Table 2 Details of AA-CiT model variants

Model K N Ny, L
Fig.6 Few example images of FLIR-SEEK dataset .
AA-CiT-Base 7 289 8 12
AA-CiT-Medium 5 529 8 12
Table 1T Number of training and test samples on FLIR-SEEK dataset AA-CiT-Large 7 289 16 24
Set Class FLIR SEEK FLIR-SEEK AA-CiT-Huge 5 529 16 24
Training Man 289 1782 2071
Cat 272 1782 2054 Table 3 Accuracy comparisons between AA-CiT variants
Car 250 1168 1418 Model Accuracy (%) Params (M)
Training Total 811 4732 5543
Test Man 64 356 420 AA-CiT-Base 94.74 09.7
Cat 70 356 426 AA-CiT-Medium 95.31 10.5
Car 147 356 503 AA-CiT-Large 95.63 28.1
Test Total 281 1068 1349 AA-CiT-Huge 95.98 29-6

@ Springer

Bold value signifies the best result achieved for the respective experi-
ment
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Table4 Achieved accuracies by

; Epochs Accuracy (%)
AA-CiT-Base on FLIR-SEEK
dataset when trained with more 500 04.74
epochs 1000 94.97
5000 95.28

Bold value signifies the best
result achieved for the respective
experiment

by 0.35% and AA-CiT-Medium outperforms AA-CiT-Base
by 0.57%. In fact, as we increase the number of overlap-
ping patches, we obtain tokens with larger receptive fields,
which means a more efficient embedding of adjacent pixels’
relationships.

The second parameters to be considered are L and Nj,.
AA-CiT-Huge and AA-CiT-Large exceed AA-CiT-Medium
and AA-CiT-Base by 0.67% and 0.89%, respectively. This
confirms that improving performance requires going further
deeper and wider. Increasing the number of heads and layers
offers the potential for our model to attend to more informa-
tion and to capture multiple relationships between tokens.

Furthermore, in Table 4, we performed additional experi-
ments to see how far AA-CiT can reach with training longer.

4.3 Performance Comparison

Our approach has been compared with state-of-the-art clas-
sification methods, including CNN-based models and ViT-
based models. The first point of comparison concerns two
well-known networks: ResNet [19] and MobileNet [46].
After that, we compared with ViT [5], CvT [35] and both
transformers that addressed small datasets: CCT [31] and
SL-ViT [34].

4.3.1 Models’ Configuration

The CNN models are configured as mentioned in Sect. 4.1. To
make a fair comparison, all ViT-based methods are similarly
configured to AA-CiT. We set the projection dimension D =
128, the heads number N;, = 8§, the number of layers L = 12
and the MLP encoder size d = [256, 128]. The MLP head for
classification contains two linear layers of length 2048, 1024,
respectively. ViT, CvT and SL-ViT use patches of size 8.
Moreover, the tokenization step for CCT uses 3 convolutional
blocks with 3 x 3 convolutions and 32, 64 and 128 filters,
respectively. Finally, we performed slight modifications to
the ViT architecture to enhance its original design, including
the integration of the stochastic depth technique with a value
of 0.1. In addition, the vector resulting from the concatenation
of all feature vectors with Class token is used as input for
the final classification stage. These modifications served as
a basis for developing our final AA-CiT architecture, which
is designed to enable the training of ViT from scratch, even
on small datasets.

4.3.2 Classification Results

Table 5 shows accuracy comparison of different models on
FLIR-SEEK dataset. All reported accuracy results are best
out of 3 runs.

It was observed that pre-trained CNN had the lowest clas-
sification accuracy, which may be due to the sensitivity of
these models to changes in input image size.

ViT, with the slight modifications introduced, could reach
more than 92% in classification accuracy.

AA-CiT achieves much higher accuracy compared to
CNN-based models, achieving a performance gain of 8.75%,

10.23%, 7.34%, 5.93% over ResNet50, ResNet101, MobileNet

and MobileNetV2, respectively. These results show that our
ViT-based model has effectively eliminated the gap with
CNN on small-size datasets.

Our architecture can further improve performance over
transformer-based models. Compared to the original ViT and
SL-ViT, our AA-CiT is much smaller in the number of param-
eters, yet offers superior performance (+3.12%, +4.98%,
respectively). CvT has smaller parameters, while it has a
lower performance than AA-CiT (—3.82%). CCT and AA-
CiT-Base achieve similar performances. When we keep the
same parameters and only increase the number of patches, our
model (AA-CiT-Medium) obtains 95.31%, which is 0.5%
higher than CCT. The high performance of CCT can be
explained by the fact that it contains overlapping convo-
lutions at the tokenization step and incorporates a pooling
technique, which makes it more efficient. However, our
designed tokenization module is better than convolution lay-
ers as it can deeply and efficiently model and encode the
local content using a local autoencoder. So, AA-CiT further
reduces the performance gap of transformer-based models.
Our smallest model, AA-CiT-Base, with 9M parameters out-
performs most state-of-the-art classification methods.

Table5 Performance comparison of our approach and the state-of-the-
art classification methods on FLIR-SEEK dataset

Model Accuracy (%) Params (M)
ResNet50 [19] 86.56 23.6
ResNet101 [19] 85.08 42.7
MobileNet [46] 87.97 03.2
MobileNetV2 [47] 89.38 02.3
ViT [5] 92.19 76.4
CvT [35] 91.49 07.2
SL-ViT [34] 90.33 76.5
CCT [31] 94.81 07.2
AA-CiT-Base (ours) 94.74 09.7
AA-CiT-Medium (ours) 95.31 10.5

Bold value signifies the best result achieved for the respective experi-
ment

Springer
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Table 6 Ablation study results on autoencoder-based tokenization
module

Model Accuracy (%) Params (M)
ViT 92.19 76.4
AE-ViT 93.12 85.1
CCT 94.81 07.2
AE-CCT 95.18 07.3

4.4 Ablation Studies

We performed various ablation experiments to identify fur-
ther the effects of the proposed components of our architec-
ture. First, we studied the impact of the proposed tokenization
step. Second, we experimented with introducing convolution
blocks in the transformer’s encoder. Next, the effect of attach-
ing a SeqPool layer at the top of the transformer was studied.
Finally, we investigated the effect of removing the positional
embeddings.

A summary table about different architectures used in this
section is given in Appendix B.

4.4.1 Tokenization Based on Autoencoder

We studied the effectiveness of the proposed autoencoder-
based tokenization. We implemented our proposed solution
for tokenization with ViT and CCT while keeping the same
configuration and parameters mentioned in Sect. 4.3.1. They
are denoted as AE-ViT and AE-CCT, respectively.

From Table 6, we can find that autoencoder-based tok-
enization is effective. AE-ViT and AE-CCT are better than
ViT and CCT by 0.93% and 0.37%, respectively. The
improvement is more significant for ViT than for CCT
because CCT’s tokenization module is based on convolu-
tional layers, whereas ViT uses hard tokenization.

4.4.2 Augmented Attention Backbone

To show the efficiency of the proposed attention backbone,
we applied the augmented transformer’s encoder to ViT and
CCT. We denote ViT and CCT variants with ViT-A and CCT-
A, respectively.

Table 7 shows the performance improvement when the
proposed attention backbone was applied to ViT and CCT.
The introduction of convolutional feature maps in the atten-
tion backbone provides an improvement of 1.16% and 0.42%
for ViT and CCT, respectively, without requiring a significant
increase in parameters (~ 100k). These results allow us to
validate that the non-augmented attention backbone has lim-
ited features. Indeed, the role of convolution is to improve the
modeling of patch tokens by embedding spatial information,
which has been overlooked by the attention mechanism. This

@ Springer

Table 7 Ablation study results on augmented attention backbone

Model Accuracy (%) Params (M)
ViT 92.19 76.4

ViT-A 93.35 76.5

CCT 94.81 07.2
CCT-A 95.23 07.3

Table 8 Ablation study results on SeqPool layer

Model Accuracy (%) Params (M)
ViT 92.19 76.4
ViT-SP 92.83 09.6
CCT-NSP 94.22 76.4

CCT 94.81 07.2
AA-CiT-Base-NSP 94.14 85.3
AA-CiT-Base 94.74 09.7
AA-CiT-Medium-NSP 94.42 148.9
AA-CiT-Medium 95.31 10.5

is very important in the presence of little data as is the case
of infrared imagery. Therefore, the resulting features include
global, local and spatial information, which allows a better
description of the input data, and thus, better classification
of the infrared images.

4.4.3 SeqPool Layer

In this part, we aim to show that with the introduction of
SeqPool, our model will be more compact and accurate. For
this, three intermediate models have been tested. First, we
integrated the SeqPool layer into ViT architecture, and this
model is denoted as ViT-SP. Then, we removed this layer
from CCT, AA-CiT-Base and AA-CiT-Medium models, and
the resulting models are denoted as CCT-NSP, AA-CiT-Base-
NSP and AA-CiT-Medium-NSP, respectively. The obtained
results are reported in Table 8.

It can be seen that the presence of a SeqPool layer, rather
than using Class token, leads to an improvement in perfor-
mance for all models. Moreover, the number of parameters is
significantly decreased while achieving higher classification
accuracy. Therefore, the SeqPool technique yields a compact
model with few parameters and high efficiency.

4.4.4 Positional Embeddings

Given that we have introduced a tokenization step based on
local convolutional autoencoders, which allows us to capture
local context, we examined whether positional embeddings
remain necessary for AA-CiT. Furthermore, we looked at
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Table 9 Ablation study results on positional embeddings

Model Pos. Embedd. Accuracy (%)
ViT Learnable 92.19 (baseline)
None 86.08 (—6.11%)
AE-ViT Learnable 93.12 (baseline)
None 91.96 (— 1.16%)
CCT Learnable 94.81 (baseline)
None 93.23 (— 1.58%)
AE-CCT Learnable 95.18 (baseline)
None 93.11 (—2.07%)
AA-CiT-Base Learnable 94.74 (baseline)
None 93.04 (— 1.70%)
AA-CiT-Medium Learnable 95.31 (baseline)
None 93.67 (— 1.64%)

ViT, AE-ViT, CCT and AE-CCT. The results are shown in
Table 9.

In these experiments, we found that positional embed-
dings are relevant in all variants with varying degrees.
Removing CCT positional embedding resulted in a 1%
drop in accuracy. Also, we can see that there is a sig-
nificant gap between the performance of ViT with and
without positional embeddings. These results confirm that
CCT is flexible in terms of removing positional embed-
ding while ViT is indispensable to positional encoding. In the
presence of autoencoder-based tokenization (AA-CiT, AE-
ViT, AE-CCT), accuracy drops by 1% to 2%. In particular,
AA-CiT-Base and AA-CiT-Medium rely less on positional
encoding and it can be removed without greatly impacting
accuracy.

5 Conclusion and Discussion

In this paper, we demonstrated that it is possible to con-
figure ViT to enhance its performance even with small-size
datasets. The idea was to incorporate CNN inside to benefit
from their inductive bias and thus overcome the limitations of
ViT. We proposed a new Compact image Transformer based
on convolutional variational Autoencoder with Augmented
attention backbone (AA-CiT), which can be trained from
scratch even with small-size datasets. Extensive experiments
conducted on FLIR-SEEK dataset have shown the effec-
tiveness of the proposed modules: Local Autoencoder-based
Tokenization, Augmented attention backbone and SeqPool
technique. Our model with a few parameters outperformed
state-of-the-art classification methods.

This type of research is highly beneficial for target recog-
nition in infrared images, where the amount of data is
very limited. Moreover, it opens the way to developing

transformer-based models for vision tasks in several scien-
tific domains, such as medical and hyper-spectral imaging.

Challenges Although AA-CiT has improved ViT’s perfor-
mance in small infrared datasets, it presents some limitations
and challenges that must be addressed in future work. One
limitation of the proposed AA-CiT architecture is its lack
of flexibility regarding patch size. Changing the patch size
requires retraining the local variational autoencoder, which
could be time-consuming. This could be a potential limitation
in scenarios where the optimal patch size may not be known
a priori or may vary depending on the dataset or the specific
task at hand. It would be useful to investigate ways to make
the architecture more flexible, for example, by designing a
tokenization module that can adapt to different patch sizes
without requiring retraining.

Another limitation is the separately trained nature of our
architecture. While this training strategy has shown supe-
rior performance compared to end-to-end training in our
experiments and facilitates the optimization of individual
components, it may lead to suboptimal results due to the
absence of end-to-end training. Furthermore, this approach
may not be suitable for tasks that require crucial interaction
between different parts of the model. One potential solution
is to design a loss function that accounts for the architec-
ture’s nature by incorporating terms for the tokenization part
(i.e., the autoencoder) and other parts (i.e., the transformer’s
encoder and classification part).

The development of efficient transformer models for com-
puter vision tasks remains an open challenge, and this work
represents only the initial foray into this area with ample
scope for advancement. It is worth noting that there is still
much work to be done in this field.

Data Availability Data are available in Mendeley repository, https://doi.
org/10.17632/btmrycjpbj.1
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Appendix A: Variational Autoencoder Train-
ing

In our work, we used the convolutional variational autoen-
coder, as shown in Fig. 4. The variational autoencoder (VAE)
[32] is a variant of the autoencoder. The difference between
them is the method of achieving a representation of the latent
attributes. While the autoencoder produces a single value
from the encoder to describe each attribute of the latent state,
the VAE describes an observation in the latent space using a
probabilistic way.
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As is common, the learning process of a VAE is based
on optimizing a loss function. VAE’s loss function is the
negative of the evidence lower bound (ELBO). Therefore, the
optimization process of the autoencoder involves minimizing
this loss function or maximizing ELBO, which is composed

of two terms, namely the reconstruction loss term and the
Kullback-Leibler (KL) divergence term. In our work, we
have used binary cross-entropy as a reconstruction loss. The
exact form of the loss function used for the training of the
variational autoencoder is as follows.

Let x be the input image, and x' be the reconstructed image.
Then, the binary cross-entropy reconstruction loss can be
expressed as:

RL(x,x) = —% Y xlogx) + (1 —x)log(1 —x) (3)

where N is the total number of pixels in the image and ) _ is
the sum over all pixels in the image.

For the KL divergence term, let g (z||x) be the learned latent
distribution given the input x, and let p(z) be the prior dis-
tribution (in our case, N'(0, 1)). Then, the KL divergence
penalty can be expressed as:

1
Di1 (q@l0) Ip@) = =5 3 (1 +log(o?) — u? — o?)
)

where Y is the sum over all elements of the latent vector z,
w is the mean of g(z||x), and o is the standard deviation of

q(zlx).
Finally, VAE’s loss function L is given by:

L =RL(x.x)+ Dk (qz[x) [ p(2)) (&)

Training To train our VAE, we formed two sets: training
and test, composed of patches generated from the FLIR-
SEEK dataset images. As mentioned before, input images
are divided into 289 overlapping patches of size 16 x 16.
We used Adam optimizer with a 0.0005 learning rate to train
the VAE before introducing it into the global architecture of
AA-CiT. We trained for 500 epochs with a batch size of 128.
Evaluation metrics In addition to the loss function, two well-
known image quality metrics are used: peak signal-to-noise

Fig.9 Reconstruction results on some test patches of FLIR-SEEK dataset: the top row shows original input; the second row shows the reconstruction

of those original inputs

@ Springer



Arabian Journal for Science and Engineering

Table 10 Recapitulation of ViT-based models used for ablation studies

Model Image Positional Learnable Class Augmented Sequence
Tokenization Embedding Embedding Token Transformer Pooling
ViT Hard Yes Yes Yes No No
ViT-A Hard Yes Yes Yes Yes No
ViT-SP Hard Yes Yes No No Yes
CCT Convolution Optional No No No Yes
CCT-A Convolution Optional No No Yes Yes
CCT-NSP Convolution Optional No No No No
AE-ViT LCVAE Optional No Yes No No
AE-CCT LCVAE Optional No No No Yes
AA-CiT-NSP LCVAE Optional No No Yes No
AA-CiT LCVAE Optional No No Yes Yes
ratio (PSNR) and structural similarity index measure (SSIM) 6. Khan, S.; Naseer, M.; Hayat, M.; Zamir, S.W.; Khan, E.S.; Shah,

[48].

Figures 7 and 8 show the evaluation metric values. The
reconstruction results on some test samples are shown in
Fig. 9.

Appendix B: Models’ Summary

Table 10 shows the key differences in terms of the necessity
of positional embedding, presence of learnable embedding,
Class token and SeqPool and Transformer structure in the
backbone, between the different models used in ablation stud-
ies.
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