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Who I am?

• I am Ahmed Hamdi research engineer in
computer science at the university of La Rochelle.
I received my PhD in computational linguistics
from Aix-Marseille university.

• I work on information extraction and natural
language processing.

ahmed.hamdi@univ-lr.fr



Interventions (CET)

• April 29, 2022: Information Extraction based on Named Entities for Tourism

• 3.00 p.m – 4.30 p.m : course

• 4.45 p.m – 6.15 p.m : practice work

• May 06, 2022: Stance Detection for Tourism

• 3.00 p.m – 4.30 p.m : course

• 4.45 p.m – 6.15 p.m : practice work



Overview

• Context: tourism, computer science, information extraction

• Information extraction for tourism

• Word embedding for information extraction

• Named entities

• Named entity recognition and linking



Context
Information extraction is the process of extracting information from unstructured textual sources

to enable finding entities as well as classifying and storing them in a database.



Information extraction using machines
Information extraction using machines allows extracting relevant information from large amount

of textual data in a short period of time

Examples:

• Trend analysis

• Topic modeling

• Classification of opinions

• Summarisation



What about tourism?
• Scattered Tourism information



Inofrmation Extraction for Tourism

• Extract relevant information about a topic

• Build ontologies

• Classify the opinions of customers

• Determine fake news



Ontologies for Tourism
➔Describes hotel rooms, hotels, camping sites, and other types of

accommodations, their features, and modelling compound prices as frequently
found in the tourism sector

• Existing tourism ontologies

• Morocco tourism ontology.

• Mondeca tourism ontology in OnTour

• the accommodation ontology STI Innsbruck



Summary

• Find and understand limited relevant parts of texts

• Gather information from many pieces of text

• Produce structured representations of relevant information

• Relations, knowledge base

• Goals

• Organize information so that it is useful to people

• Put information in semantically precise form



Word embedding



Word embedding

• Represent each word from a vocabulary by a vector of real numbers

0.01 -0.05 0.58 0.19 0.98 0.67home

-0.01 -0.33 0.09 0.27 0.77 0.15dog

0.08 0.87 -0.55 0.99 -0.91 0.04cat

0.24 -0.22 -0.58 -0.64 0.48 -0.36kitten



Bag-of-Words (BoW)

Sentence S1: I like room . room is comfortable ! 🙂

Sentence S2: I do not like room. room not clean !☹

Vocabulary {I, like, room, it, comfortable, do, not, clean}

Drawbacks

• Frequent words may not be relevant (i.e. room)

• Do not take into account the meaning of words

like

confortable

room
clean

not

I

room 0 0 4 0 0 0 0 0

clean 0 0 0 0 0 0 0 1



word2vec

• Two papers published by (Mikolov et al. 2013)



word2vec
Input layer Hidden layer Output layer



word2vec

• Word similarity ➔ vector similarity

> Cosine similarity

> Euclidian similarity

> Jaccard similarity

dog

cat

θ

SIM (dog, cat) = cos(θ)



Semantic space



Semantic space

Projection of English words



Semantic space



Semantic space



Semantic encoding



Semantic similarity

• Paris – France +     Germany = ?

• Women – Queen +     Men = ?

• France – Euro +     Russia = ?

• Good – Best +     Bad = ?



Well known word embeddings
• Word2vec (French, English, German)

• Google News ➔ 3B words

• French Wikipedia ➔ 500M words

• German Wikipedia ➔ 651M words

• FastText (157 languages) 

• Common Crawl

• Wikipedia

• GloVe (English)

• Twitter ➔ 27B words (2B tweets)

• Wikipedia ➔ 6B words



Named entities



Named entities (NE)

• A named entity is a real-world object denoting a unique individual with a
proper name



Named entity categories

• Person (PER): individual or group, fictional character 

• Location (LOC): place, city, country, zip code…

• Organisation (ORG): company, hotel, university… 

• Products (PROD): human products

• Other (MISC): event, time, nationality…



Named entities: ambiguity

• Paris Hilton stays at the Paris Hilton

• New York Times is based in New York

• Moscow’s as yet undisclosed proposals on Chechnya’s political
future

PER LOC ORG PROD



Named entity recognition



Named entity recognition (NER)

• The task consisting in locating named entities and categorizing them into
classes (PER, LOC, ORG, PROD …)



Named entity recognition

• Rule based methods

• Lexicons: list of proper names, places, organisations

• Trigger words: i.e. Mr., Mrs., Ms., Dr…

• Regular expressions: i.e. uppercase, acronyms…



Named entity recognition

• Machine learning methods

• Annotated corpora



NER systems 
Evaluation



Named entity Linking



Michael Jordan 

(born 1956) is an 

American scientist, 

professor, and leading 

researcher in machine 

learning 

Michael J. Jordan

Candidate entitiesText

Michael I. Jordan

Michael W. Jordan

Michael G. Jordan
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Michael Jordan 

(born 1956) is an 

American scientist, 

professor, and leading 

researcher in machine 

learning… 

Michael J. Jordan

Candidate entitiesText

Michael I. Jordan

Michael W. Jordan

Michael G. Jordan

… (other different 
“Michael Jordan”)

basketballer

scientist

footballer

mycologist

https://en.wikipedia.org/wiki/Michael_I._Jordan



Named entity linking (NEL)

• The task cinsisting in identifing entities and linking
them to a knowledge base (such as Wikipedia)

List of cities called Paris
1. France
2. Danemark
3. United States
4. Canada
5. Panama
6. Gabon
7. Russia



Disambiguation

“Paris is the capital of France.”

fr.wikipedia.org/wiki/Paris

fr.wikipedia.org/wiki/France



Knowledge Bases

“Paris est the capital of France.”

● How to choose the right answer? 

● There is about ten cities with the name 

Paris (persons or ships’ names as well)

● Knowledge bases:

○ Rich in information about entities

○ Examples : Wikidata, Wikipedia, DBpedia, ...



Washington

is an American actor  

born in December 28, 

1954 in Mount Vernon 

( New York state)

Washington (Wisconsin)

Candidate entitiesText

Washington (state)

George Washington

Denzel Washington

Raymond Washington



Floyd revolutionized rock with the Wall

.../wiki/Pink_Floyd

.../wiki/Floyd_(name)

.../wiki/Pink_Iowa

.../wiki/Rock_(geology)

.../wiki/The_Rock

.../wiki/Musique_Rock

.../wiki/Berlin_Wall

.../wiki/The_Wall_(album)

.../wiki/Defensive_Wall

Disambiguation



Challenge

The  1966 world Cup  was held in England ... England won … 

In the final, England beat West Germany.

../wiki/football_world_cup

../wiki/rugby_world_cup

../wiki/world_cup

../wiki/West_Germany

../wiki/German_Cup_of_football

../wiki/German_football_team

../wiki/England

../wiki/England_football_team

../wiki/England_football

../wiki/England

../wiki/England_football_team

../wiki/England_football

../wiki/England

../wiki/England_football_team

../wiki/England_football



Challenge for artificial intelligence
(sometimes for human also)

● Non-existant entities in the knowledge base
○ New companies
○ Little known people

● Lack of context

“Paris is beautiful”

❖ Paris city (France)

❖ Actor Paris Hilton

❖ City of Tennessee (USA)

❖ Prince of Troy (Greek mythology)

❖ Genus of plant Liliaceae 

❖ City in Bourbon County, Kentucky (USA) 

❖ City (Illinois, USA) 

❖ ...



NEL systems 
Evaluation



References and important links

• OnTour ontology: https://hal.archives-ouvertes.fr/hal-02131145/document

• Eiffel project by Mondeca: https://mondeca.com/

• SEED (Semantic E-Tourism Dynamic packaging):

https://jorge-cardoso.github.io/publications/Papers/OT-006-2006-R&D-Project-Report-SEED.pdf

• CRUZAR W3C usecase of Zaracoza:

https://www.w3.org/2001/sw/sweo/public/UseCases/Zaragoza-2

https://hal.archives-ouvertes.fr/hal-02131145/document
https://mondeca.com/
https://jorge-cardoso.github.io/publications/Papers/OT-006-2006-R&D-Project-Report-SEED.pdf
https://www.w3.org/2001/sw/sweo/public/UseCases/Zaragoza-2


Thank you!

Questions?



Stance Detection for Tourism
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Interventions (CET)

• Mars 5, 2021: Information Extraction based on Named Entities for Tourism

• 1.15 p.m – 2.45 p.m : course

• 3.00 p.m – 4.30 p.m : practice work

• Mars 12, 2021: Stance Detection for Tourism

• 1.15 p.m – 2.45 p.m : course

• 3.00 p.m – 4.30 p.m : practice work



Overview

• Context

• Stance detection

• Text classification

• Text embedding

• Application to stance detection for tourism



Context

• Lot of tourists’ reviews are available

• Online reviews remain a trusted source of information



Context

Questionnaire survey among tourists

• Service quality

• Hospitality

• Safety

• Price

• Location and Closeness

• Comfort

• (beautiful nature, historic sites)



Goal

• Automatically extract stances (opinions), emotions from reviews

• Tracking attitudes and feelings from reviews and comments
about all sorts of tourism

• Determining whether they are viewed positively or negatively



Stance detection



Stance detection

• The task consisting in determining form pieces of texts the authors’
opinions towards a topic

• Negative ☹ : I do not recommend this hotel

• Positive 🙂 : the staff was friendly

• Neutral 😐 : it could be better



Subjective stances



Subjective detection



Why stance detection?

• It allows business to track:
• Flame detection

• New service perception

• Reputation management

• It allows individuals to get:

• A global opinion on something



Opinions vs Facts

• The task allows analyzing

• Opinion: personal belief or judgment that is not founded on proof or
certainty.

I like this hotel

• Fact: statement that can be verified or proved to be true. It almost relies on
observations and describes an objective reality.

The booking is more expensive than usual



Stance detection for machines

The problem has several dimensions:

1. How does a machine define objectivity and subjectivity?

2. How does a machine analyze polarity?

3. How does a machine deal with word senses?

4. How does a machine assign an opinion rating?

5. How does a machine know about feeling intensity?



What is a stance to a machine

It is a quintuple (o, f, s, h, t)

1. o the thing in question (i.e. hotel) ➔ named entity recognition

2. f features extracted from the text➔ information extraction

3. s stance value ➔ classification

4. h stance holder ➔ information extraction

5. t time when opinion is expressed➔ data analysis



Text classification



Text classification

• Stance detection can be seen as a text classification problem

• Assigning a class (neutral, positive, negative) to a piece of text

Examples:

🙂 I liked the room. It was comfortable!

☹ I do not like the room. It is not clean!



Preprocessing

• Stop words: irrelevant words (the, a, from, of…) should be removed from
the text being analyzed
🙂 I liked room. It comfortable!

☹ I don’t like room. It not clean!

• Tokenization: splits the text into very simple tokens such as words,
numbers, punctuation marks.
🙂 I liked room . It comfortable !

☹ I do not like room . It not clean !

• Stemming: produces a stem for each word in the text
🙂 I like room . It comfortable !

☹ I do not like room. It not clean !



Approaches

1. Feature-based

2. Sentiment-based

3. Machine learning-based



Feature-based

• Word polarity:

• Positive: good, like, nice…

• Negative: bad, dislike…

• Emoticons:

• Positive: 🙂🤩😍🤗

• Negative: 😞😔😡😈

• Uppercases

• Rating



Lexicon-based

• WordNet is a lexical database for the English language that groups English
word into set of synonyms called SynSet

• WordNet distinguishes between:

• Nouns

• Verbs

• Adjectives

• adverbs



Word Sense Disambiguation (WSD)

The techniques of WSD aim to determine the meaning of each 
word in its context

In this case, the disambiguation happens selecting for each words in 
a comment the SynSet in wordnet that best represents the word in 

its context



Sentiment-based

• SentiWordNet is an extension of WordNet that adds to each SynSet 3
scores between 0 and 1:

• PosScore: positivity measure

• NegScore: negativity measure

• ObjScore: objective measure

PosScore + NegScore + ObjScore = 1



Sentiment-based

• Given a SynSet, we can search in SentiWordNet, the scores associated to this
SynSet

This is very accurate. Well done☺

accurate: conforming exactly or almost exactly to fact or to a standard or performing
with total accuracy

posScore NegScore ObjScore
0.5 0 0.5



Sentiment-based

Pre-processing
SentiWordNet
interpolation

stance orientationWordNet WSD



Sentiment-based

• Sum :

The positive and negative scores for each term found in a comment
are summed separately to get the positive and negative scores



Sentiment-based

• Average :

The positive and negative scores for each comment are determined by
calculating the average of positive and negative scores



Sentiment-based

• Average with threshold on objective score:

• The word with objective score < of a given threshold is discarded

• Positive and negative scores for each comment are determined by calculating
the average of positive and negative scores of all the words that are not been
discarded



Classification

• The stance is determined based on the higher value between S+ and S-



Classification

• The average stance orientation of all the comments we gathered is
computed

• This allows the machine to say something like:

• Generally people like the hotel

➔ they recommend it

• Generally people dislike the hotel

➔ they do not recommend it



Machine learning-based

• Large annotated corpora

• Train the machine to predict classes to unseen comments

➔ How to represent the text to the machine?

Text embedding



Text embedding



Word embedding

• Represent each word from a vocabulary by a vector of real numbers

0.01 -0.05 0.58 0.19 0.98 0.67home

-0.01 -0.33 0.09 0.27 0.77 0.15dog

0.08 0.87 -0.55 0.99 -0.91 0.04cat

0.24 -0.22 -0.58 -0.64 0.48 -0.36kitten



From word embedding to sentence 
embedding

• Represent each sentence by a vector of real numbers

• Use the word vectors to calculate the sentence vector 

• Sum of words’ vectors

• Average of words’ vectors

➔Classification basing on all the words

➔Taking into account the meaning of words



Thank you!

Questions?


