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Abstract—In recent years, the expansion of acquisition devices such as digital cameras, the evolution of storage and transmission techniques of multimedia documents and the development of tablet computers facilitate the growing of many large image databases as well as the interactions with the users. This increases the need for efficient and robust methods for finding information in these huge masses of data, including feature extraction methods and feature space structuring methods. The feature extraction methods aim to extract feature descriptors for each image. The feature space structuring methods organize indexed images in order to facilitate, accelerate and improve the results of further retrieval. Clustering is one kind of feature space structuring. Clustering may organize the dataset into groups of similar objects without prior knowledge (unsupervised clustering) or with a limited amount of prior knowledge (semi-supervised clustering). In this article, we present both formal and experimental comparisons of different unsupervised clustering methods for structuring large image databases. We use different image databases of increasing sizes (Wang, PascalVoc2006, Caltech101, Corel30k) to study the scalability of the different approaches. Moreover, a summary of semi-supervised clustering methods is presented and an interactive semi-supervised clustering model using the HMRF-kmeans is experimented on the Wang image database in order to analyse the improvement of the clustering results when user feedbacks are provided.

I. INTRODUCTION

The traditional content-based image retrieval relies in general on two phases. The first phase is to extract the feature vectors of all the images in the database. The second phase is to compare the feature vector of the query image to that of all the other images in the database for finding the nearest images. With the development of many large image databases, the exhaustive search is not generally compatible. Feature space structuring methods (clustering, classification) are therefore necessary for organizing feature vectors of all images in order to facilitate and accelerate further retrieval.

Clustering aims to split a collection of data into groups (clusters) so that similar objects belong to the same group and dissimilar objects are in different groups. Because the feature vectors only capture low level information such as color, shape or texture of image (global descriptor) or of a part of an image (local descriptor), there is a semantic gap between high-level semantic concepts expressed by the user and these low-level features. The clustering results are therefore generally different from the intent of the user. Our final work aims involving the user into the clustering phase so that the user could interact with the system in order to improve the clustering results (the user may split or group some clusters, add new images, etc.). With this aim, we are looking for clustering methods which can be incrementally built in order to facilitate the insertion or deletion of images. The clustering methods should also produce a hierarchical cluster structure where the initial clusters may be easily merged or split. It can be noted that the incrementality is also very important in the context of very large image databases, when the whole dataset cannot be stored in the main memory. Another very important point is the computational complexity of the clustering algorithm, especially in an interactive context where the user is involved.

In the case of large image database indexing, we may be interested in traditional clustering (unsupervised) or semi-supervised clustering. While no information about the ground truth is provided in the case of unsupervised clustering, a limited amount of knowledge is available in the case of semi-supervised clustering. The provided knowledge may consist in class labels (for some objects) or pairwise constraints (must-link or cannot-link) between objects.

Some general surveys of unsupervised clustering techniques have been proposed in the literature [1], [2]. Jain et al. [1] presents an overview of different clustering methods and gives some important applications of clustering algorithms such as image segmentation or object recognition, but they did not present any experimental comparison of these methods. A well-researched survey of clustering methods is presented in [2], including analysis of different clustering methods and some experimental results, but the experiments are not specific to image analysis. There are three main contributions in this paper. First, we analyze the advantages and drawbacks of different unsupervised clustering methods in a context of huge masses of data where incrementality and hierarchical structuring are needed. Second, we experimentally compare four of these methods (global k-means [3], AHC [4], SR-tree [5] and BIRCH [6]) with different real image databases of increasing sizes (Wang, PascalVoc2006, Caltech101, Corel30k) (the number of images going from 1000 to 30000) to study the scalability of different approaches when the size of the database is increased. Third, we present some semi-supervised clustering methods and propose a preliminary experiment of an
interactive semi-supervised clustering model using the HMRF-kmeans (Hidden Markov Random Fields kmeans) clustering [31] on the Wang image database in order to analyse the improvement of the clustering process when user feedbacks are provided.

This paper is structured as follows. Section II presents both formal and experimental comparisons of some unsupervised clustering methods. Different semi-supervised clustering methods are described in section III. A preliminary experiment of an interactive semi-supervised clustering model is proposed in section IV. Section V presents some conclusions and further work.

II. UNSUPERVISED CLUSTERING METHODS COMPARISONS

Unsupervised clustering methods are divided into several types:

- Partitioning methods (k-means [7], k-medoids [8], PAM [9], CLARA [9], CLARANS [10], ISODATA [11], etc.) partition the dataset based on the proximities of the images in the feature space. These methods give in general a “flat” (i.e. non hierarchical) organization of clusters.
- Hierarchical methods (AGNES [9], DIANA [9], AHC [4], R-tree family [5], SS-tree [5], SR-tree [5], BIRCH [6], CURE [12], ROCK [13], etc.) organize the points in a hierarchical structure of clusters.
- Grid-based methods (STING [14], WaveCluster [15], CLICK [16], etc.) partition a priori the space into cells without considering the distribution of the data and then group neighbouring cells to create clusters. The cells may be organized in a hierarchical structure or not.
- Density-based methods (EM [17], DBSCAN [18], DENSITY [19], OPTICS [20], etc.) aim to partition a set of points based on their local densities. These methods give a “flat” organization of clusters.
- Neural network-based methods (LVQ [21], SOM [21], ART [22], etc.) aim to group similar objects using the network and represent them by a single unit (neuron).

A. Formal comparison

As stated in section I, in our context, we need the clustering methods producing a hierarchical cluster structure. Among all five types of unsupervised clustering, the hierarchical methods always produce a hierarchical structure. We thus compare formally in Table I different hierarchical clustering methods (AHC, BIRCH, CURE, R-tree, SS-tree, SR-tree) towards some of the most popular methods of other types: k-means (partitioning methods), STING (grid-based methods), EM (density-based methods) and SOM (neural network-based methods). Different criteria (complexity, appropriateness to large databases, incrementality, hierarchical structure, data order dependence, sensitivity to outliers and parameter dependence) are used for the comparison.

K-means is not incremental, it does not produce any hierarchical structure. K-means is independent of the processing order of the data and does not depend on any parameter. Its computational and storage complexities can be considered as linear to the number of objects, it is thus suitable to large databases. The hierarchical methods (in italics) organize data in a hierarchical structure. Therefore, by considering the structure at different levels, we can obtain different numbers of clusters, which is useful in the context where users are involved. AHC is not incremental and it is not suitable to large databases because its computational and storage complexities are very high (at least quadratic to the number of elements). BIRCH, R-tree, SS-tree and SR-tree are by nature incremental because they are built by adding incrementally records. They are also adapted to large databases because of their relatively low computational complexity. CURE realizes the hierarchical clustering using only a random subset containing $N_{sample}$ points of the database, the other points being associated to the closest cluster. Its computational complexity is thus relatively low and CURE is adapted to large databases. It is incremental but the results depend much on the random selection of the samples and the records which are not in this random selection have to be reassigned whenever the number of clusters $k$ is changed. CURE is thus not suitable to the context where users are involved. STING, the grid-based method, divides the feature space into rectangular cells and organizes them according to a hierarchical structure. With a linear computational complexity, it is adapted to large databases. It is also incremental. However, as STING is used for spatial data and its attribute-dependent parameters have to be calculated for each attribute, it is not suitable to high dimensional data such as feature image space. Moreover, when the space is almost empty, hierarchical methods perform better than grid-methods. The EM density-based method is suitable to large databases because of its low computational complexity and is able to detect outliers. But it is very dependent on the parameters, it does not produce any hierarchical structure and is not incremental. SOM groups similar objects using a neural network which output layer contains neurons representing the clusters. SOM depends on initialization values and on the rules of influence of a neuron on its neighbors. It is incremental as the weight vectors of the output neurons can be updated when new data arrive. SOM is also adapted to large database, but it does not produce any hierarchical structure. We can conclude from this analysis that the methods BIRCH, R-tree, SS-tree and SR-tree are the most suitable to our context.

B. Experimental comparison

In this section, we present an experimental comparison of the partitioning method global k-means [3] with three hierarchical methods (AHC [4], SR-tree [5] and BIRCH [6]). Global k-means is a variant of the well known and widely used k-means method. The advantage of the global k-means is that we can automatically select the number of clusters $k$ by stopping the algorithm at the value of $k$ providing acceptable results. The other methods provide hierarchical clusters. AHC is chosen because it is the most popular method in the hierarchical family and there exists an incremental version of this method. Among four methods BIRCH, R-tree, SS-
tree, SR-tree that are most suitable to our context, we choose BIRCH and SR-tree because SR-tree combines the advantages of R-tree and SS-tree methods.

We compare the four selected clustering methods using different image databases of increasing size (Wang\(^1\) (1000 images of 10 classes), PascalVoc2006\(^2\) (5304 images of 10 classes), Caltech101\(^3\) (9143 images of 101 classes) and Corel30k (31695 images of 320 classes)). Towards feature descriptors, we implement rgSIFT [23], a color SIFT descriptor that is widely used nowadays for its high performance. We use the color SIFT descriptor code of Koen van de Sande\(^4\). The “Bag of words” approach is chosen to group local features into a single vector representing the frequency of occurrence of the visual words in the dictionary [24]. The number of visual words in the dictionary (also called dictionary size) is fixed to 200. Both internal (Silhouette-Width (SW) [25]) and external measures (Rand Index [26]) are used in order to analyze the clustering results. While internal measures are low-level measures which are essentially numerical and unsupervised, external measures are high-level measures which give a supervised (semantic) evaluation based on the comparison between the clusters produced by the algorithm and the ground truth.

Figure 1 shows the result of the different clustering methods on the different image databases of increasing sizes. The results show that SR-tree gives the worst results on the Wang image database, it is not used anymore on larger databases (PascalVoc2006, Caltech101, Corel30k). The AHC method is not used on the Corel30k image database because of the lack of RAM memory. In fact, the AHC clustering requires a large amount of memory when processing more than 10000 elements, while the Corel30k contains more than 30000 images. We can see that the internal and external measures do not evaluate the same aspects and give very different results. The external measures are closer to the user’s attempts. The results show that, according to internal measures, the best method varies from each database while BIRCH is always the best method regardless of the size of the database according to external measures (which are more suitable to the context where users are involved). Moreover, in comparison to global k-means and AHC, BIRCH is much faster, especially in the

![Fig. 1. Comparison of different unsupervised clustering methods (Global k-means, SR-tree, BIRCH, AHC) on different image databases (Wang, PascalVoc2006, Caltech101, Corel30k) using the local feature descriptor rgSIFT with a dictionary of size 200. Both internal measure (Silhouette-Width) and external measure (Rand Index) are used. The higher are these measures, the best are the results.](image-url)

\(^{1}\)http://wang.ist.psu.edu/docs/related/  
\(^{2}\)http://pascalin.ecs.soton.ac.uk/challenges/VOC/  
\(^{3}\)http://www.vision.caltech.edu/Image_Datasets/Caltech101/  
\(^{4}\)http://staff.science.uva.nl/~ksande/research/colordescriptors/
III. SEMI-SUPERVISED CLUSTERING METHODS

In semi-supervised clustering, some prior knowledge is available, either in the form of class labels (for some objects) or in the form of pairwise constraints between some objects. Pairwise constraints specify whether two objects should be in the same cluster (must-link constraint) or in different clusters (cannot-link constraint). This prior knowledge is used to guide the clustering process.

Some semi-supervised clustering methods using prior knowledge in the form of labeled objects have been proposed in the literature: seeded-kmeans [28], constrained-kmeans [28], etc. Seeded-kmeans and constrained k-means are based on the k-means algorithm. Prior knowledge of these two methods is a small subset of the input database, called seed set, containing user-specified labeled objects of \( k \) different clusters. Rather than initializing randomly the clustering, these two methods initialize their \( k \) cluster centers using different partitions of the seed set. The second step of the seeded-kmeans is to apply the k-means algorithm on the whole database without considering the prior labels of the objects in the seed set. In contrast, the constrained-kmeans applies the k-means algorithm while keeping the label of user-specified objects unchanged. An interactive cluster-level semi-supervised clustering was proposed in [29]. In this model, knowledge is not provided a priori, it is progressively provided as assignment feedbacks and cluster description feedbacks of users after each interactive iteration. Using assignment feedback, the user moves an object from one of the current clusters to another. Using cluster description feedback, the user modifies the feature vector of any current cluster, for example, by increasing the weights of some important words (note that this method is implemented for document analysis). The algorithm learns from all feedbacks provided in earlier stages to re-cluster the dataset in order to minimize the sum of distance between points and corresponding cluster centers while minimizing the violation of constraints corresponding to feedbacks.

Some semi-supervised clustering methods that use prior knowledge in the form of constraints between objects are COP-kmeans (constrained k-means) [30], HMRF-kmeans (Hidden Markov Random Fields Kmeans) [31], etc. In COP-kmeans, each point is assigned to the closest cluster while respecting the constraints; the clustering fails if no solution respecting the constraints is found. In HMRF-kmeans, constraint violation is allowed with a violation cost (penalty). The violation cost of a pairwise constraint may be either a constant or a function of the distance between the two points specified in the pairwise constraint. In order to ensure the respect of the most difficult constraints, higher penalties are assigned to violations of must-link constraints between points that are distant. With the same idea, higher penalties are assigned to violations of cannot-link constraints between points which are close in the feature space. HMRF-kmeans initializes the \( k \) cluster centers based on the user-specified constraints and unlabeled points, as described in [31]. After the initialization step, an iterative algorithm is applied to minimize the objective function (which is the sum of distances between points and corresponding centers with the penalties of violated constraints). The iterative algorithm consists in three steps:

- E-step: Re-assign each data point to the cluster which minimizes its contribution to the objective function.
- M-step (A): Re-estimate the cluster centers to minimize the objective function.
- M-step (B): If the distance between points are estimated by a parameterized distortion measure, the parameters of the distortion measure are subsequently updated to reduce the objective function.

IV. INTERACTIVE SEMI-SUPERVISED CLUSTERING EXPERIMENTATION

In this section, we present some experimental results of an interactive semi-supervised clustering model on the Wang image database. The initial clustering is realized without any prior knowledge, using k-means. We implement an interactive interface that allows the user to view the clustering results and to provide feedbacks to the systems. Using Principal Component Analysis (PCA), all the representative images (one for each cluster) are presented in the principal plane (the rectangle at the bottom right corner of Figure 2, the principal plane consists of the two principal axis associated with the highest eigenvalues). User can view the details of some clusters by clicking the corresponding representative images. In our experiments, we use the internal measure Silhouette-Width (SW) [25] to estimate the quality of each image in a cluster. The higher is the SW value of an image in a cluster, the more compatible is this image for this cluster. In Figure 2, each cluster selected by the user is represented...
by a circle: the image at the center of the circle is the most representative image (image with the highest SW value) of this cluster; the 10 most representative images (images with the highest SW values) are located near the center and the 10 least representative images (images with the smallest SW values) are located near the border of a cluster. User can specify positive feedbacks and negative feedbacks (respectively images with blue and red border in Figure 2) for each cluster. User can also change the cluster assignment of a given image.

When an image is changed from a cluster to another one, the feedback is considered as a negative feedback for the cluster of the image before the change and as a positive feedback for the cluster of the image after the change. While only positive images of a cluster are used to derive must-link constraints, both positive and negative images are needed for deriving cannot-link constraints. After receiving feedbacks from the user, the HMRF-kmeans is applied to re-cluster the whole dataset using pairwise constraints derived from feedbacks accumulated from all earlier stages. The interactive process is repeated until the clustering result satisfy the user. Note that the distortion measure used in our first experimentation is the Euclidian distance because of its simplicity and its popularity in the image domain.

1) Experimental protocol: In order to automatically realize the interactive tests, we implement an agent later called “user agent” that simulates the behaviors of the user when interacting with the system (assuming that the agent knows all the ground truth which contains the class label of each image). At each interactive iteration, clustering results are returned to the user agent by the system; the agent simulates the behaviors of the user to give feedbacks to the system. The system then uses these feedbacks to update the clustering. Note that the clustering results returned to the user agent are the most representative images (one for each cluster) and their positions in the principal plane. When the agent user views a cluster, the 10 most and 10 least representative images of this cluster are displayed.

For simulating the user’s behaviors, we proposed some simple rules:

- At each iteration, the user agent chooses to view a fixed number of $c$ clusters.
- There are two strategies for choosing clusters by the user agent: randomly choose $c$ clusters, or choose iteratively two closest clusters until having $c$ clusters.
- The user agent determines the image class (in the ground truth) corresponding to each cluster by the most represented class among the 21 shown images. The number of images in this class must be greater than a threshold $MinImages$. If it is not the case, this cluster can be considered as a noise cluster.
- When there are several clusters (among chosen clusters) that correspond to a same class, the user agent chooses the cluster in which the images of this class are the most numerous (among the 21 shown images of the cluster) as the principal cluster of this class. The classes of the other clusters are redefined as usual, but neutralizing the images from this class.

- In each chosen cluster, all images such that the result of the algorithm corresponds to the ground truth are positive samples of this cluster, while the others are negative samples of this clusters. All negative samples are moved to the cluster corresponding to their true class in the ground truth.

We propose three test scenarios for experiments on the Wang image database. Note that the number of clusters $k$ in the clustering is equal to the number of classes (10) in the ground truth. We set the threshold $MinImages = 5$ for all three scenarios. In scenarios 1 and 2, we use $c = 5$ clusters of interacting, while in scenario 3, we use all the clusters ($c = 10$). In scenario 1, clusters are randomly chosen (strategy 1) for interacting, while we iteratively choose the closest clusters (strategy 2) in scenario 2.

2) Experimental results and discussions: Figure 3 presents the results of the three previous scenarios on the Wang image database using two external measures (Rand Index [26] and V-measure [27]). The external measures compare the clustering results with the ground truth that is compatible to estimate the quality of the interactive clustering after receiving feedbacks from the user. The local feature descriptor rgSIFT with a dictionary of size 200 is used for these tests. We can see that for all these three scenarios, the clustering results are improved after each interactive iteration, in which the system re-clusters the dataset following the feedbacks accumulated from the previous iterations. However, after some iterations, the clustering results converge. This may be due to the fact that no new knowledge is provided to the system because the 21 images shown to the user remain unchanged. Another strategy consisting in showing only the images that were not previously presented to the user might be interesting.
Moreover, we can see that the clustering results converge more quickly when the number of chosen clusters at each iterative iteration is high (scenario 3 converges more quickly than scenarios 1 and 2). Performing automatic tests on larger databases (PascalVoc2006, Caltech101, Corel30k) is a part of our future work.

V. CONCLUSION

There are three contributions of this paper. Firstly, this paper compares formally different unsupervised clustering methods in the context of large image databases where incrementality and hierarchical structuring are needed. We can conclude from this analysis that the methods R-tree, SS-tree, SR-tree and BIRCH are most suitable to our context because their computational complexities are not high, that makes them adapted to large databases. Moreover, these methods are by nature incremental, so that they are promising to be used in the context where the user is involved.

Secondly, we compare experimentally different unsupervised clustering methods using different image databases of increasing size. In comparison to the AHC, SR-tree and global k-means clustering methods, BIRCH is more efficient in the context of large image databases.

Thirdly, we propose in this paper an interactive model, using the semi-supervised clustering method HMRF-kmeans, in which the knowledge is accumulated from the feedbacks of the user at every interactive iterations. The results of the three automatic test scenarios, using an user agent for simulating the user’s behaviors, show an improvement of the clustering results with the accumulation of the user feedbacks in the clustering process.

Our future work aims to replace the k-means method by the BIRCH clustering method into the interactive semi-supervised clustering model in order to improve the clustering results of this method.
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